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#### Abstract

Language Models (LMs) often must integrate facts they memorized in pretraining with new information that appears in a given context. These two sources can disagree, causing competition within the model, and it is unclear how an LM will resolve the conflict. On a dataset that queries for knowledge of world capitals, we investigate both distributional and mechanistic determinants of LM behavior in such situations. Specifically, we measure the proportion of the time an LM will use a counterfactual prefix (e.g., "The capital of Poland is London") to overwrite what it learned in pretraining ("Warsaw"). On Pythia and GPT2, the training frequency of both the query country ("Poland") and the in-context city ("London") highly affect the models' likelihood of using the counterfactual. We then use head attribution to identify individual attention heads that either promote the memorized answer or the in-context answer in the logits. By scaling up or down the value vector of these heads, we can control the likelihood of using the in-context answer on new data. This method can increase the rate of generating the in-context answer to $88 \%$ of the time simply by scaling a single head at runtime. Our work contributes to a body of evidence showing that we can often localize model behaviors to specific components and provides a proof of concept for how future methods might control model behavior dynamically at runtime.


## 1 Introduction

Large Transformer Language Models (Vaswani et al., 2017) (LMs) store information from pretraining which they can recall at inference time to generate text. This is paired with the exceptional ability of models to use provided context in order to produce coherent text that incorporates new facts. However, facts that are memorized in pretraining and facts that are provided in-context can often compete with each other; in some cases it might


Figure 1: We find that individual attention heads can play specific roles in using context information vs. recalling facts. By up or downweighting these heads, we can often control whether LMs use information from context which conflicts with its pretraining knowledge. For example, downweighting the memory attention head causes the model to prefer "London" above
be desirable that the model ignores facts from pretraining (e.g., updating outdated information with a prompt), while in others we want the model to prefer what it learned in pretraining (e.g., ignoring false information in prompt injections). Currently, little is understood about the factors and mechanisms that control whether an LM will generate text respecting either the in context or memorized information.

Recent work in mechanistic interpretability aims to deeply explain the internal processes in LMs, allowing us to interpret the contributions of individual model components to the final predicted text (Olah et al., 2020; Wang et al., 2022; Nanda, 2022). We can use tools from these studies to shed light on the model components that are responsible for pushing the model more towards either memorized or contextual information. We study this relationship using a task that requires predicting a capital city in the face of conflicting information (see Figure 1). We measure how often a model will answer that the capital city of a country is the in-context counter-
factual (e.g., London) vs. the memorized (ground truth) city (Warsaw) it learned in pretraining. Our study consists of two key sets of experiments.

First, in Section 5, we investigate how distributional features of the pretraining data influence behavior. We find that the frequency of a fact in the pretraining corpus strongly correlates with model behavior. This analysis reveals several key findings: (1) The more frequently a country appears in pretraining, the more likely the LM is to generate the memorized capital city; (2) The more frequently the in-context city (i.e., the one with which we want to overwrite) appears, the less likely the model is to use it, regardless of the frequency of the country; (3) Larger models (up to the scale tested: 2.8 b parameters) are less likely overall to use in-context information and prefer the memorized answer, even when the fact is less frequent.

Next, in Section 6, we use head attribution (Elhage et al., 2021; Nostalgebraist, 2020; Nanda, 2022) to show that we can localize promotion of the memorized or in-context answer to individual attention heads. By either upweighting or downweighting the head by a scalar value, we can control which answer the model prefers. In the most successful case, downweighting the memory head allows us to increase the rate of the in-context city to $88 \%$ while reducing the amount of memorized predictions to $4 \%$ on the world capitals task. In a qualitative analysis of the weights of this head (Section 6.4), we show that it specifically promotes geographic information. We find that forcing the opposite behavior, i.e., promoting the memorized answer, is more difficult, and that the mechanism these heads use doesn't necessarily generalize well (§6.5). Still, the method we discover is surgical, and only requires scaling a single head $(0.00001 \%$ of Pythia-1.4b's parameters), suggesting that components within an LM may specialize for specific predictable functions, and providing a promising avenue for understanding the internal workings of LMs and further techniques for model editing.

## 2 Related Work

The impressive, but sometimes unpredictable successes of LMs on performing tasks described in context (Brown et al., 2020) has spurred intense interest in the factors that allow models to solve tasks this way. Studies on pretraining datasets have found that higher pretraining term frequency is positively correlated with task performance on factual
association tasks (Kandpal et al., 2022) and numerical reasoning (Razeghi et al., 2022), and relates to work on memorization vs. generalization in LMs (Hupkes et al., 2022). Haviv et al. (2023) analyze mechanisms used to recall memorized information by studying idiom generation. Model size is also shown to be a factor that affects tendency to use memorized vs. in context information (Wei et al., 2023). Previous work has also examined how deeply LMs interact with context during in-context learning (Min et al., 2022; Xie et al., 2022). Other work has focused on LMs' abilities to consider counterfactual or hypothetical contexts (Li et al., 2023; Qin et al., 2019), with mixed results in overwriting pretraining memory.

Our work is built heavily on previous work in mechanistic interpretability, which aims to reverse engineer model computations into human understandable components (Nanda et al., 2023; Elhage et al., 2021; Wang et al., 2022). While knowledge from pretraining has been found to be stored in the feedforward (MLP) sublayers (Meng et al., 2023; Geva et al., 2021; Kobayashi et al., 2023; Dai et al., 2022), more recent work has also clarified the role of attention in this same process: Geva et al. (2023) find that attention heads extract facts from an earlier mentioned subject token (e.g., Poland) when required. This naturally sets up our study, which also considers attention heads as the source of the competing effect between copying the counterfactual from earlier in context vs. extracting the memorized fact from an earlier subject token. A core technique in these works is projecting activations from model components into the vocabulary space to make claims about their roles, which we generically refer to here as logit attribution (Nostalgebraist, 2020; Wang et al., 2022; Merullo et al., 2023; Belrose et al., 2023; Dar et al., 2022; Millidge and Black, 2022). We leverage this technique to localize attention heads which tend to promote either context or memorized information (§6).

## 3 Task Design

We study the mechanism that language models use when given counterfactual information in context. For our analysis, we focus on a simple zero-shot task that requires producing the capital city for a given country, which serves as a representative example of the type of common facts that a language model could learn in pretraining. It consists of 248 country capital pairs with 6 additional aliases and

Pythia-1.4b Frequency Effect on In-Context and Memorized Answers Predictions


Figure 2: Results from total 62,992 inputs of every country paired with every counterfactual capital 1. We break down all the inputs into 10 percentile bins from the least to most frequent by four frequency criteria. Every percentile contains around a total of 6300 examples. The first two graphs reflect frequency based on the country (e.g., Poland). The upward trajectory of the red lines show the positive correlation between the proportion of memorized answer predictions and frequency. The last two graphs reflect the frequency of the in-context capital (e.g., London). The drop of the blue lines across all the four graphs show the negative correlation between proportion of in-context answer predictions and term frequency.
their respective capitals. To create counterfactuals in the dataset, we pair up every country with the rest of the 247 capitals using the following format:

```
The capital of {country} is
{in-context city}.
Q:What is the capital of {country}?
A:
```

For example, we can fill in $\{$ country $\}$ with Poland and \{in-context city\} with London. The model has learned that the capital is Warsaw from pretraining, but with the in-context prompt, the task becomes ambiguous between whether it should output the known answer Warsaw or overwrite it with London. We query the model to generate a full sentence to determine which of the above task interpretations it preferred. We define Poland as the country and London as the in-context answer. Correspondingly, we define Warsaw, the capital of Poland, as the memorized answer. If London is included in the sentence, then we consider the model to have produced the in-context answer. If the model generates Warsaw, then it is considered as the memorized answer. In total, we have 62,992 such pairs of country and capital.

The World Capital dataset is able to provide a clean analysis giving a unique memorized and incontext answer. Language models perform well on this task producing one of the two expected cities at least $80 \%$ of the time (varying depending on model
size). The lack of noise in the responses makes the task a good choice for cleanly diagnosing model preference for memorized vs. in-context answers.

## 4 Models

We analyze the overwriting behavior primarily on the Pythia (Biderman et al., 2023) models as well as GPT2 series (Radford et al., 2019). The Pythia models are trained on the Pile (Gao et al., 2020) which we have full access to, allowing us to relate model behavior to frequency effects in the data. While we don't have access to the pretraining data of GPT2, we still report results, using the Pile frequencies as an approximation of what GPT2 might have seen.

## 5 Effect of Term Frequency on Model Tendency to Use Memorized Facts

### 5.1 Experimental Setup

We hypothesize that the model will be less likely to overwrite information about more frequently appearing country/capital names. The number of incontext predictions will increase when the term frequency descreases. The number of memorized predictions will increase when the term frequency increases. To test this hypothesis, we search through the the pretraining corpus of the Pythia model (i.e., the Pile (Gao et al., 2020), which contains 210 million text documents) in order to compute the term


Figure 3：The proportion of in－context and memorized answers decomposed by the frequency of country（Poland） across all Pythia models of different sizes（the $2^{\text {nd }}$ graph in figure 2）．The upward trend of the red lines shows as the model size increases，the model predicts more memorized answers．Blue and red shading indicates that the amount of in－context or memorized answers is higher，respectively．We find that as models get bigger，they first memorize more frequent capitals before the lower frequency ones．
frequency of country and city names．
We search both for the frequencies of the in－ dividual country and city names，as well as their co－occurrences in the dataset．Co－occurrence is measured by whether a country and a city appear together in the same document．We split the oc－ currences and co－occurrences into 10 percentile bins，with the 0th bin containing the least fre－ quent $10 \%$ ，and the 9 th bin containing the top $10 \%$ most frequent terms．Every bin includes around 25 countries and capitals．We mix every country with all the other 248 capitals to form prompts． We have in total around 6200 instances per bin （given 63k prompts）．To give some qualitative examples，capitals like Beijing are in the top per－ centile bin as measured by occurrence，while capi－ tals like Akrotiri and Dhekelia are in the bottom． For the co－occurrences between country and capi－ tal，〈China，Beijing〉 is in the top percentile and〈Guinea－bissau，Bissau〉 is in the bottom per－ centile．

We run the counterfactual world capital data through both the Pythia models as well as the GPT2 series of models．We generate the a full sentence by decoding the output．We count the number of times the in－context and memorized answers appear in the decoded sentences and plot these counts as a function of the percentile bins described above．

## 5．2 Results

As the frequency for the country increases，there is more knowledge stored about the country during pertaining．Therefore，we intuitively expect to see that models are more inclined to predict the memo－ rized answers as the frequency goes up．Figure 2 supports this intuition．We can see a clear upward
trend in the pink line，reflecting the increasing pro－ portion of the memorized answers as a function of the increase in term frequency．When the country is more prevalent in the training data，the model has a greater tendency to predict memorized answers．

We also observe a relationship between the fre－ quency of the in－context capital and the model＇s predictions．As the frequency for either the coun－ try or the in－context capital increases，the number of in－context answer predictions decreases．This is demonstrated by the drop of the blue lines in Figure 2．When the given in－context capital is more prevalent in the training data，for example Beijing，the model tends to predict the memorized answer．However，when the given in－context cap－ ital is less prevalent，such as Palikir，the model is more likely to predict the in－context answer．We ran the same experiments across all the Pythia and GPT2 models of different sizes（see Appendix A） and see the same frequency effect，especially in larger models．

Figure 3 shows the increase in sensitivity to fre－ quency with respect to model size．We find that as models increase in size，they become more likely overall to produce the memorized answers rather than in－context answers，and that this occurs with the most frequent countries．That is，as larger models become more likely to produce the memo－ rized answer，the changes are not evenly distributed across frequency bins．Rather，a strong memoriza－ tion bias is observed first for more frequent terms， and then as models get larger，this extends to in－ creasingly lower frequency terms．This can be observed in transition from blue shading（more in－ context answers）to red shading（more memorized answers）．See Appendix B． 1 for results showing


Figure 4: The head attribution method showing the logit difference calculation for layer 15, head 7 in Pythia-1.4b on the example from Figure 1. Pythia-1.4b has 24 layers and 16 heads for each layer, totaling 384 heads to check. We obtain the memory head and in-context head in the following way: We divide the output weight matrix from an attention layer $\left(W_{O}^{H}\right)$ into 16 components (one for each head) (Elhage et al., 2021) Then, we take the dot product between each head $i$ of the and the $i^{\text {th }}$ component of the weight matrix. Afterward, we extract the corresponding vectors in the unembedding matrix for the memorized answer (e.g., Warsaw) and in-context answer (e.g., London). We dot product the projected head vector with the two vectors respectively, giving us a scalar value representing the logit for each of those words represented by the head. Subtracting these two scalars give us the logit difference of two answers from one specific head. Blue in the heatmap indicates that the head is promoting in-context answer and red indicates the head is promoting memorized answer.
this effect with respect to the frequency of cities and co-occurrences, where we observe the same trend.

## 6 Identifying and Manipulating Mechanisms for Recall

So far we have shown that (larger) models tend to have a preference to use the answer they have memorized. In this section we ask if there is a specific mechanism within the model that controls whether the memorized or in-context answer is generated, and whether that can be isolated from more general language generating abilities. Because the task boils down to whether the model copies information that was provided in context or not, we focus on analyzing the roles of specific attention heads. Prior work has demonstrated the importance of attention heads for performing copying tasks (Wang et al., 2022; Elhage et al., 2021) as well as recall from memory (Geva et al., 2023), which motivates our analysis of attention heads. We perform this analysis on only the largest models Pythia-1.4b, Pythia-2.8b, as well as GPT2-xl (see Appendix D).

### 6.1 Head Attribution

The idea behind logit attribution techniques (Nostalgebraist, 2020; Wang et al., 2022; Nanda, 2022)
is to interpret activations or weights in a language model in terms of the vocabulary space. These methods work by using the unembedding matrix (i.e., language modeling head) in order to understand the role of a given component for a given task. This is built on the premise that the final hidden state of the model is the summation of the outputs of all of the components before it (Elhage et al., 2021). That is, every layer of output can be traced back and decomposed as the contribution of each sublayer up to that point. We use head attribution to test whether individual heads tend to promote either the in-context capital or the memorized capital. Using this method, we are able to find a single head in each model that primarily controls the use of memorized information ${ }^{1}$.

In Figure 4, we illustrate the method. The additive update made by the attention layer is composed of the individual updates of each attention head after it is passed through the $W_{O}^{H}$ output matrix within the attention layer. We can project the $i^{\text {th }}$ head into the space of the residual stream by multiplying with the $i^{\text {th }}$ ( $\left.d_{\text {head }}, d_{\text {model }}\right)$ slice of this matrix (see Appendix C) and then multiplying with the unembedding matrix to get the logit values for the
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Figure 5: With the chosen memory head (15.7) and in-context head (19.14), we apply a multiplicative factor $(\alpha)$ to measure the effect on producing either memorized or in-context answers. This was performed on two 100 example tuning sets (§6.1). The first graph demonstrates the most successful case of intervention. By tuning the memory head (15.7) value by $\alpha=-0.7$, can flip $86 \%$ of the examples from originally predicting memorized answers to predicting in-context answers. The dotted line shows no intervention $(\alpha=1)$. The gray dot shows the value of $\alpha$ that produces the best results according to our criteria.
memorized and in-context city tokens. We subtract these two scalar values to get the logit difference (see Wang et al. (2022)).

Intuitively, this logit difference captures the effect the head has in promoting one word (relative to another) to be output as the final prediction. This provides us a practical way to calculate the the role of each head, and find heads that consistently push the model towards the memorized or in-context answer.

Data: To identify specific heads, we randomly sample 10 examples from each percentile for which each model predicts the in-context answers and another 10 examples for which each model predicts the memorized answers. Thus, in total, we obtain 100 examples on which the original model predicts in-context cities and 100 examples on which it predicts memorized cities. We run these 200 examples through the model in batches of 5 and use head attribution to extract the logit difference between each head in every layer. We observe that there is a variation in the roles of every head throughout the batches, but we identify a series of heads that consistently push the model towards one answer or the other.

### 6.2 Effect of Tuning Individual Attention Heads

Using head attribution, we identify two different types of heads: memory heads and in-context heads. The memory heads promote the prediction towards the memorized answer and the incontext heads promote the predictions towards the
in-context answer. These heads are shown on the righthand side of Figure 4, which plots the relative effect of each head at each layer for promoting the in-context vs. memorized answers.

Since these heads heavily contribute to the logit increase for one of the two answers, we hypothesize that multiplying the value vectors by a scalar will enable us to increase or decrease the effect of each head. Let this multiplicative value be $\alpha$. We hypothesize that tuning up the memory head will increase the number of answers that contain the ground truth answer, while tuning it down will increase the number that contain the in-context answer. The opposite should hold for the in-context head.

With this assumption, we apply the scaling intervention on the series of potential memory heads and in-context heads on the 200 sampled examples. From the series of potential heads, we pick the head that has the strongest effect in the intended direction. See Appendix F for results using an alternative memory head. For example, for the in-context head, this effect is measured by the proportion of times the head changes the original memorized answers into in-context answers at it's optimal $\alpha$. The analogous process is used to find and tune the memory head. Therefore, we identify one memory head and one in-context head (see Figure 5, Appendix C.3), each with their optimal $\alpha$, as determined via tuning on the development set.

Figure 5 shows the effect of the $\alpha$ parameter on the proportion of in-context vs. memorized answers for both the memory and in-context heads


Figure 6: We apply the chosen memory head (15.7) and in-context head (19.14) and the chosen respective scale from Figure 5, we apply the scaling intervention on all of the 62,992 examples. Negatively tuning the memory head produced the most successful result.
on Pythia-1.4b. Tuning the memory down has a strong effect on the generated text, flipping more than $80 \%$ of the predictions to the given in-context answers, and preventing the model from ever producing the memorized answer. The other interventions show positive but weaker results. In general, the in-context head is less effective at flipping predictions, and promoting the memorized answer is more difficult than promoting the in-context answer.

### 6.3 Results of Interventions on the World Capital Dataset

Figure 6 shows the intervention results on the full world capital dataset with selected memory and in-context heads and their respective $\alpha$. The result aligns with our expectations. Negatively tuning the memory head drastically increases proportion of the in-context answers. Specifically, whereas the model originally predicted in-context answers $26 \%$ of the time and memorized answers $43 \%$ of the time, after our intervention, the model predicts in-context answers $86.2 \%$ of the time and memorized answers only $4 \%$ of the time. Note that, on Pythia 1.4 b , scaling a single head is analagous to modifying $0.00001 \%$ of model parameters. This suggests that this head plays a specific role in using the memorized answer in this task. Positively tuning the memory head also increases the memorized answer prediction to $50 \%$. Positively tuning the
in-context head pushes the model in the expected direction but has a more muted effect: increasing the amount of in-context answers by $12 \%$ but dropping the amount of memorized answers by about $20 \%$. We observe that changing in-context predictions to memorized predictions is more difficult. In the fourth and fifth column, when positively tuning the memory head and negatively tuning the in-context head, we hope to increase the proportion of memorized answers. While there is some increase, it is less profound, only increasing $6 \%$. Given the connection between facts learned in pretraining and the MLP layers (Geva et al., 2021; Meng et al., 2023; Merullo et al., 2023), it's possible that tuning attention alone is not enough to see higher performance in this setting.

We break down the intervention results from Figure 7 into term frequency percentile bins as in Section 5. We focus on the occurrence count of the country and the occurrence count of the in-context capital (London). We select two interventionsnegatively tuning memory head and positively tuning in-context head in Pythia-1.4b-both of which should increase the in-context answers and decrease the memorized answers. We find that the intervention on the memory head overcomes the previously-described frequency effects. Specifically, the dashed blue and pink lines are flat across percentiles. When positively tuning the in-context head, we observe that the frequency effects remain, and thus the intervention is not fully successful. In particular, even after intervention, the memorized answers are still positively correlated with term frequency, and the in-context answer is negatively correlated with frequency. Most prominently, tuning the in-context head does not substantially increase the number of in-context answers when the in-context city is high frequency (no mitigation of the city frequency effect) as shown by the blue lines in the 4th graph.

### 6.4 Head Analysis

Tuning the memory head down inhibits the models' abilities to promote the memorized capital city as we have shown in the previous section. In this section, we explore why this is the case by analyzing the memory head weights. We find the selected memory head (15.7) promotes geography related tokens in the output space, suggesting that this head is responsible for this information as opposed to a more abstract 'truthfulness' direction.

Pythia-1.4b Frequency Effect on In-Context and Memorized Answers Predictions Before and After Intervention


Figure 7: The frequency effect referred to in Section 5 disappears when we tune down the memory head, showing the success of this strategy. Positively tuning the in-context head shows decent success on lower frequency countries/capitals, but actually causes performance to fall apart in the higher frequency bins. The solid lines show the original predictions and the dotted lines show predictions after the intervention.

Singular Vector Decomposition The product of the Value and Output weight matrices in an attention head form the OV matrix (Elhage et al., 2021), which controls how attending to some token affects the residual stream. Following Millidge and Black (2022); Belrose et al. (2023), we can decompose the $O V$ matrix into $\mathbf{S V D}(\mathbf{O V})=\mathbf{U S V}_{\mathbf{h}}$ where $\mathbf{V}_{\mathbf{h}}$ is the unitary matrix of the right singular vectors representing the subspaces the given head writes into the residual stream (as opposed to the Value weight matrix in $\mathbf{O V}$ ). See Millidge and Black (2022); Belrose et al. (2023) for more information.

The $i$ th singular vector has the same size as the residual stream; if we decode this vector into the vocab space of the model with the unembedding matrix (the LM head) we can observe the semantic clusters that a given head most strongly promotes. Since the singular vectors are ordered, we know that the first singular vectors are the most important for the head. We qualitatively define the semantic clusters promoted by each head by looking at the top $k$ tokens decoded from each singular vector.

We compare the memory head 15.7 with the context head 19.4. If the memory head specifically promotes geographical information, we should see clear emphasis on this information that is not present in the context head. In Table 1, we decode the top 10 tokens from the first five singular vectors in each head and find that many of the memory head tokens are geographically focused. The trend becomes even more clear when comparing all singular vectors (see Appendix G). It should be noted that the alternate memory head studied
in Appendix F is not as interpretable in the vocab space, despite giving similar intervention results. Understanding the contribution of such heads is an interesting direction to future work.

### 6.5 Generalizing to New Data

We further explore the domain specificity of the memory (and context) head by applying the method to the COUNTERFACT dataset (Meng et al., 2023), which queries factual knowledge from multiple domains. We apply the same scale intervention to the heads in the discovered mechanism. We focus on the paraphrase task of the dataset in the zero-shot setting. For example,

```
Apple A5 is developed by Google.
Apple A5 is created by
```

The dataset replaces the memorized answer (Google) with a counterfactual (Apple). We filter the dataset down to examples where the model predicts the ground truth answer when the counterfactual prompts are not injected. We apply the same memory head, in-context head and their respective intervention scale on the counterfactual dataset. That is, we do no additional data-set specific analysis or tuning. We find that, despite the memory head's high impact on the world capital dataset (increasing the proportion of in-context answers by $60 \%$ ) it doesn't generalize to the COUNTERFACT dataset. In both cases of interventions, both the proportion of memorized answers and incontext answers decrease. The model produces a higher proportion of invalid answers compared to the intervention on the world capital dataset. This

```
Memory Head (15.7)
    ' LW', 'Wade', ' WI', 'liche', 'ienne', ' ell', 'owe', 'iale', 'uelle',' e T e '
    ' Italian', 'Italian', ' Italy',' Ital', ' Io', ' Giovanni', ' pasta', 'Io',' Giul',' Naples'
    'WA', 'WS',' WA', 'owa', 'ws', 'wa', 'Ws',' Wa', 'pora',' WI'
    ' WM', 'WM', 'wm', 'mw', 'w', 'nw', ' w', ' MW', ' Minnesota', 'WN'
    Guatemala', ' Guatem', 'usta', 'osta',' Tampa',' Brazil', 'ativa', ' Bah',' Tamil', 'Brazil'
In Context Head (19.4)
    '.,',..;',.\u200b', '.,', ,.:', '.-',.),', ,.?, ,.);', '.).
    'ilogy', 'vex', '必', 'xspace', 'verages', 'loat','?','ゃ',' cres', 'HPP'
    'tron', '.%', '.,','-_',' Salem',' Telesc', 'bsy',,.',',','olean','inn'
    'ometown', 'LLY', 'suit', '00000000',' Caption',' lib', 'ETHERTYPE', 'velt', 'ESULT', 'oxic'
    '..', '..', '..\', 'hers', ' DSL', 'GHz', ' VALUES', '..'', 'mic',' Experiment'
```

Table 1: When comparing the decoded top 5 right singular vectors in the memory head vs. the context head, we notice a clear trend in which the memory head especially encodes geography related information.
could be a result of the need for a more extended label field. The COUNTERFACT dataset includes broad label fields beyond geographical information such as names, dates and etc. The specific head we selected (15.7) is shown to encode memory in a specific field, therefore, this could lead to the poor performance in COUNTERFACT.

## 7 Discussion \& Future Work

This paper investigates factors that influence a model's propensity to favor in-context vs. memorized factual associations, when the two compete with one another. Our results demonstrate that the frequency of information in the pretraining corpus can affect the model's tendency to use new, conflicting information provided in context. Building on this, we provide a proof of concept that this tendency can be controlled by a mechanism in the attention heads which allows us to manipulate LMs' tendency to prefer new in-context information without modifying any model parameters directly. By building off insights from mechanistic interpretability, we can localize single attention heads that contribute to this mechanism. This provides evidence that decomposing complex neural networks into understandable components is possible, even in models with billions of parameters. Still, we observe that the selected heads promote domain specific knowledge rather than a more abstract concept of truthfulness. This brittleness is characteristic of mechanistic analyses of larger models, and should be a priority for future work. Nonetheless, given the early stage of research on this level of analysis of large language models, findings of this type even in an isolated setting are exciting and can lay
the groundwork for subsequently discovering more general mechanisms.

The exploratory methods described here suggest avenues via which future work might develop more sophisticated techniques for controlling and auditing deployed language models. Adapting LMs posthoc for applications that require domain-specific information is a growing problem. For example, there are simultaneously reasons we might want to suppress the use of in-context information at run time (e.g., to combat prompt-injection attacks) as well as reasons we might want to encourage it (e.g., to enable users to provide new, personalized, or hypothetical information to the model). The intervention we describe in this work is intriguing in that it can be used without changing the model and can be turned on and off dynamically within the forward pass. It thus offers a promising direction for further work on model editing.

## 8 Conclusion

In the problem setting of predicting world capitals, our results show that the ability of language models (LMs) to overwrite information that it memorized in pretraining depends both on the frequency of the subject of the new fact (the country, e.g., Poland), as well as the frequency of the overwriting information (the counterfactual city, e.g., London). We can intervene on attention heads that we find tend to push the prediction one way or another. By simply rescaling the value vectors of important heads, we can control which city the model predicts without updating any model parameters. We hope these results encourage future work in understanding the internal structure of neural networks in general.

## Limitations

Our work aims to show that individual components in LMs can play predictable roles in certain model behaviors; in this case, whether or not to overwrite memorized information about world capitals. Further work is required to understand how to control the use of context or memorized information in generated text for this to be successfully applied in the most general cases. The dataset we use is templated and applied to the limited domain of country-capital relationships, meaning that we can not make general statements about the role of individual attention heads in arbitrary context. It is likely, given the flexibility of LMs, that many different components can play this role depending on the nature of the task. This work contributes to the growing body of evidence that individual components (e.g., attention heads) can specialize for certain roles across contexts. We can not yet show how to control this behavior in arbitrary settings, but we provide a promising avenue for how this might be done in the future.
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## References

Nora Belrose, Zach Furman, Logan Smith, Danny Halawi, Igor Ostrovsky, Lev McKinney, Stella Biderman, and Jacob Steinhardt. 2023. Eliciting latent predictions from transformers with the tuned lens.

Stella Biderman, Hailey Schoelkopf, Quentin Anthony, Herbie Bradley, Kyle O'Brien, Eric Hallahan, Mohammad Aflah Khan, Shivanshu Purohit, USVSN Sai Prashanth, Edward Raff, Aviya Skowron, Lintang Sutawika, and Oskar van der Wal. 2023. Pythia: A suite for analyzing large language models across training and scaling.

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever, and Dario Amodei. 2020. Language models are few-shot learners.

Damai Dai, Li Dong, Yaru Hao, Zhifang Sui, Baobao Chang, and Furu Wei. 2022. Knowledge neurons in pretrained transformers.

Guy Dar, Mor Geva, Ankit Gupta, and Jonathan Berant. 2022. Analyzing transformers in embedding space.

Nelson Elhage, Neel Nanda, Catherine Olsson, Tom Henighan, Nicholas Joseph, Ben Mann, Amanda Askell, Yuntao Bai, Anna Chen, Tom Conerly, Nova DasSarma, Dawn Drain, Deep Ganguli, Zac Hatfield-Dodds, Danny Hernandez, Andy Jones, Jackson Kernion, Liane Lovitt, Kamal Ndousse, Dario Amodei, Tom Brown, Jack Clark, Jared Kaplan, Sam McCandlish, and Chris Olah. 2021. A mathematical framework for transformer circuits. Transformer Circuits Thread. Https://transformercircuits.pub/2021/framework/index.html.

Leo Gao, Stella Biderman, Sid Black, Laurence Golding, Travis Hoppe, Charles Foster, Jason Phang, Horace He, Anish Thite, Noa Nabeshima, Shawn Presser, and Connor Leahy. 2020. The pile: An 800 gb dataset of diverse text for language modeling.
Mor Geva, Jasmijn Bastings, Katja Filippova, and Amir Globerson. 2023. Dissecting recall of factual associations in auto-regressive language models.

Mor Geva, Roei Schuster, Jonathan Berant, and Omer Levy. 2021. Transformer feed-forward layers are key-value memories.

Adi Haviv, Ido Cohen, Jacob Gidron, Roei Schuster, Yoav Goldberg, and Mor Geva. 2023. Understanding transformer memorization recall through idioms. In Proceedings of the 17th Conference of the European Chapter of the Association for Computational Linguistics, pages 248-264, Dubrovnik, Croatia. Association for Computational Linguistics.

Dieuwke Hupkes, Mario Giulianelli, Verna Dankers, Mikel Artetxe, Yanai Elazar, Tiago Pimentel, Christos Christodoulopoulos, Karim Lasri, Naomi Saphra, Arabella Sinclair, et al. 2022. State-of-the-art generalisation research in nlp: a taxonomy and review. arXiv preprint arXiv:2210.03050.

Nikhil Kandpal, Haikang Deng, Adam Roberts, Eric Wallace, and Colin Raffel. 2022. Large language models struggle to learn long-tail knowledge.

Goro Kobayashi, Tatsuki Kuribayashi, Sho Yokoi, and Kentaro Inui. 2023. Feed-forward blocks control contextualization in masked language models.

Jiaxuan Li, Lang Yu, and Allyson Ettinger. 2023. Counterfactual reasoning: Testing language models' understanding of hypothetical scenarios. arXiv preprint arXiv:2305.16572.

Kevin Meng, David Bau, Alex Andonian, and Yonatan Belinkov. 2023. Locating and editing factual associations in gpt.

Jack Merullo, Carsten Eickhoff, and Ellie Pavlick. 2023. A mechanism for solving relational tasks in transformer language models.

Beren Millidge and Sid Black. 2022. The singular value decompositions of transformer weight matrices are highly interpretable. LessWrong.

Sewon Min, Xinxi Lyu, Ari Holtzman, Mikel Artetxe, Mike Lewis, Hannaneh Hajishirzi, and Luke Zettlemoyer. 2022. Rethinking the role of demonstrations: What makes in-context learning work?

Neel Nanda. 2022. Transformerlens.
Neel Nanda, Lawrence Chan, Tom Lieberum, Jess Smith, and Jacob Steinhardt. 2023. Progress measures for grokking via mechanistic interpretability.

Nostalgebraist. 2020. Interpreting gpt: The logit lens.
Chris Olah, Nick Cammarata, Ludwig Schubert, Gabriel Goh, Michael Petrov, and Shan Carter. 2020. Zoom in: An introduction to circuits. Distill. Https://distill.pub/2020/circuits/zoom-in.

Lianhui Qin, Antoine Bosselut, Ari Holtzman, Chandra Bhagavatula, Elizabeth Clark, and Yejin Choi. 2019. Counterfactual story reasoning and generation. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), pages 50435053, Hong Kong, China. Association for Computational Linguistics.

Alec Radford, Jeff Wu, Rewon Child, David Luan, Dario Amodei, and Ilya Sutskever. 2019. Language models are unsupervised multitask learners.

Yasaman Razeghi, Robert L. Logan IV au2, Matt Gardner, and Sameer Singh. 2022. Impact of pretraining term frequencies on few-shot reasoning.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. 2017. Attention is all you need.

Kevin Wang, Alexandre Variengien, Arthur Conmy, Buck Shlegeris, and Jacob Steinhardt. 2022. Interpretability in the wild: a circuit for indirect object identification in gpt-2 small.

Jerry Wei, Jason Wei, Yi Tay, Dustin Tran, Albert Webson, Yifeng Lu, Xinyun Chen, Hanxiao Liu, Da Huang, Denny Zhou, and Tengyu Ma. 2023. Larger language models do in-context learning differently.

Sang Michael Xie, Aditi Raghunathan, Percy Liang, and Tengyu Ma. 2022. An explanation of in-context learning as implicit bayesian inference.

## A Effect of Term Frequency on Additional Models

In the main paper, we mainly focus on the term frequency effect on the in-context and memorized predictions on Pythia-1.4b. We applied the same analysis on the the rest of the Pythia models and series of GPT2 models: Pythia-70m, Pythia160m, Pythia-410m, Pythia-1b, Pythia-2.8b, GPT2, GPT2-medium, GPT2-large, GPT2-xl. We observe the similar conclusions as Section 5. Across all the models, there is a cohesive trend of blue line going down as the frequency increases and pink link going up. The same conclusion align: as the frequency goes up, models are more likely to predict the memorized answers. As the frequency decrease, models prefer the in-context answers. See figures $8,9,11,10,12,13,14,15,16$

GPT2 Frequency Effect on In-Context and Memorized Answers Predictions


Percentile of Frequency
Figure 8: Frequency Effect on GPT2

GPT2-Medium Frequency Effect on In-Context and Memorized Answers Predictions


Figure 9: Frequency Effect on GPT2-medium

GPT2-Large Frequency Effect on In-Context and Memorized Answers Predictions


Percentile of Frequency
Figure 10: Frequency Effect on GPT2-large

GPT2-XL Frequency Effect on In-Context and Memorized Answers Predictions


Figure 11: Frequency Effect on GPT2-xl

Pythia-70m Frequency Effect on In-Context and Memorized Answers Predictions


Percentile of Frequency
Figure 12: Frequency Effect on Pythia-70m

Pythia-160m Frequency Effect on In-Context and Memorized Answers Predictions


Figure 13: Frequency Effect on Pythia-160m

Pythia-410m Frequency Effect on In-Context and Memorized Answers Predictions


Percentile of Frequency
Figure 14: Frequency Effect on Pythia-410m

Pythia-1b Frequency Effect on In-Context and Memorized Answers Predictions


Figure 15: Frequency Effect on Pythia-1bm

Pythia-2.8b Frequency Effect on In-Context and Memorized Answers Predictions


Figure 16: Frequency Effect on Pythia-2.8b

## B Effect of Model Size

Here, we show the effect of model size in relation to all of the measures of term frequency including those which we did not include in the main paper. This includes frequency with respect to the memorized country, in-context capital, co-occurrences of the memorized country and capital, and the cooccurrences of the in-context capital and its corresponding country.

## B. 1 Pythia Series

See figures 17, 18, 19, 20

## B. 2 GPT2 Series

See figures 21, 22, 23, 24.

Count of Memorized and In-Context Answers with Different
Pythia Model Sizes based on Occurence of Country (Poland)


Figure 17: Pythia-Effect of model sizes on predictions based on the frequency of country

Count of Memorized and In-Context Answers with Different Pythia Model Sizes based on Occurence of In-Context Capital (London)


Figure 18: Pythia-Effect of model sizes on predictions based on the frequency of in-context capital


Figure 19: Pythia-Effect of model sizes on predictions based on the frequency of country and memorized capital

Count of Memorized and In-Context Answers with Different
Pythia Model Sizes based on In-Context Capital and Corresponding Country(London, UK)


Figure 20: Pythia-Effect of model sizes on predictions based on the frequency of in-context capital and corresponding country


Figure 21: GPT-2 Effect of model sizes on predictions based on the frequency of country


Figure 22: GPT-2 Effect of model sizes on predictions based on the frequency of in-context capital

Count of Memorized and In-Context Answers with Different GPT2 Model Sizes based on Occurence of Country and Memorized Capital (Poland Warsaw)


Figure 23: GPT-2 Effect of model sizes on predictions based on the frequency of country and memorized capital

Count of Memorized and In-Context Answers with Different
GPT2 Model Sizes based on In-Context Capital and Corresponding Country (London, UK)





Percentile of Frequency
Figure 24: GPT-2 Effect of model sizes on predictions based on the frequency of in-context capital and corresponding country

| Model | Memory Head | In-Context Head |
| :---: | :---: | :---: |
| Pythia-1.4b | 15.7 | 19.12 |
| Pythia-2.8b | 17.17 | 17.31 |
| gpt2-xl | 35.19 | 25.20 |

Table 2: Specific memory head and in-context head

## C Head Attribution

Attention heads are vectors of size $d_{\text {head }}=$ $d_{\text {model }} / n_{h}$ where $n_{h}$ is the number of heads in the model. The standard way to compute the output of attention layers is by concatenating all of the heads to form one $d_{\text {model }}$ sized vector, and passing it through an output weight matrix $W_{O}^{H}$ of size $\left(d_{\text {model }}, d_{\text {model }}\right)$. This would initially seem to prevent us from directly projecting an individual head from $d_{\text {model }}$ space into the vocab space using the unembedding matrix, since to get to $d_{\text {model }}$ space, each head has to interact in the $W_{O}^{H}$ multiplication. However, as observed by (Elhage et al., 2021), this operation is equivalent to splitting the $W_{O}^{H}$ matrix into $n_{h}\left(d_{\text {head }}, d_{\text {model }}\right)$ sized chunks, projecting individual heads and adding the projections up. If we consider the output of an attention layer by stacking the attention result vector $r^{h_{1}}, r^{h_{2}}, \ldots$ and multiply by an output matrix $W_{O}^{H}$, we can split $W_{O}^{H}$ into each size blocks for each heads $\left[W_{O}^{h_{1}}, W_{O}^{h_{2}} \ldots\right]$. Therefore, we can get the contribution to the attention output for every head via $W_{O}^{h_{1}} \dot{r}^{h_{1}}$.

## C. 1 Memory Head \& In-Context Head

## C. 2 Individual Heatmap

See Figure 25

## C. 3 Tuning Scale

In the main text, we show the tuning scale for Pythia 1.4B. Here we present tuning curves for other models on their corresponding memory and in-context heads. See figures 26,27


Figure 25: We extract individual heatmaps of head attribution across 20 randomly selected examples. We locate the maximum positive values (4) and the the minimum negative value ( -10 ). The scale is set from -10 to 10 to ensure the same domain of all the maps. We can observe that there are more prominent memory head (dark red) compared to in-context head (dark blue). We can also see that the distribution of the memory heads and the in-context heads vary across different examples.

Pythia-2.8b Tuning Scale


Result of Tuning Memory Head When Model Originally Predicted In-Context Capital



Figure 26: Pythia-2.8b Tuning Scale

GPT2-xl Tuning Scale


GPT2-x Memory Head
Result of Tuning Memory Head In-Context Capital


Result of Tuning In-Context Head When Model Originally Predicted Memorized Capital


Result of Tuning In-Context Head When Model Originally Predicted


Figure 27: GPT2-xl Tuning Scale


Figure 28

## D Interventions

Here, we provide the intervention experiments that we could not include in the main text.

## D. 1 World Capital Dataset

See figures 28, 29, 30

## D. 2 COUNTERFACT Dataset

See figures 31, 32, 33

## D. 3 Frequency Effect from Intervention

See figures $34,35,36,37,38,39,40,41,42,43,44$, 45


Figure 29


Figure 30


Figure 31


Figure 32


Figure 33

Pythia-1.4b Intervention on Memory Head 15.7 with -1.5 Scale


Figure 34

Pythia-1.4b Intervention on Memory Head 15.7 with 1.5 Scale


Figure 35

Pythia-1.4b Intervention on In-Context Head 19.14 with -6 Scale


Figure 36

Pythia-1.4b Intervention on In-Context Head 19.14 with 10.0 Scale


Co-occurrence of in-context capital \& corresponding country



Occurrence of


Figure 37

Pythia-2.8b Intervention on Memory Head 17, 17 with -2.8 Scale


Figure 38

Pythia-2.8b Intervention on Memory Head 17, 17 with 2.6 Scale


Figure 39

Pythia-2.8b Intervention on In-Context Head with -1.5 Scale


Figure 40

Pythia-2.8b Intervention on In-Context Head with 10 Scale


Figure 41

GPT2-xl Intervention on In-Context Head 29, 20 with -10 Scale


Figure 42

GPT2-xl Intervention on Memory Head 35, 19 with 10 Scale


Figure 43

GPT2-xl Intervention on Memory Head 35, 19 with -6.8 Scale


Figure 44

GPT2-xl Intervention on In-Context Head 29, 20 with 10 Scale


Figure 45

## E Decoded Result Analysis

Here we look into specific decoded result before and after analysis to see how does the intervention change the decoding. We focus on Pythia-1.4b for this analysis. In the following example,

```
The capital of Antigua and Barbuda is
Tirana.
Q:What is the capital of Antigua and
Barbuda?
A:
```

The original decoded text before intervention is:

```
The capital of Antigua and Barbuda is
Tirana
Q:What is the capital of Antigua and
Barbuda?
A: Antigua and Barbuda is the capital
of Antigua and Barbuda
```

After the intervention by negatively tuning the memory head,

```
The capital of Antigua and Barbuda is
Tirana
Q:What is the capital of Antigua and
Barbuda?
A: The capital of Antigua and Barbuda
is Tirana.
```

We observe that after the negative tuning the memory head, one of the biggest change in the decoded text is that increase of decode text begin with The capital of <country> is. In Pythia-1.4b, before the negatively tuning the memory head, only 7961 decoded test begins with The capital of <country> is. After the intervention, this number raise to 57440 . More than $90 \%$ of the predicted answers begins with The capital of <country> is. This change significantly prompt the increase the in-context. $92 \%$ of the text beginning with The capital of <country> is predicts in-context answer. By copying the injected prompt, the model are able to predict the in-context answer. We hypothesize that tuning down the memory head will help the model to pay more attention to the given prompts and implement the copying task. More experiments are required to test this hypothesis.

Moreover, we also observe that a common reason for model to predict neither the in-context answer nor the memorized answer that the model will
just repeat itself by outputting the given country name. In the above example, the model output $A$ : Antigua and Barbuda is the capital of Antigua and Barbuda before intervention. $77 \%$ of the decoded answer that gets neither the in-context answer nor the memorized answer simply just repeat the given country name in context. $83 \%$ of these answer are changed to predict the memorized answers after negatively tuning the memory head. Negatively tuning the memory head can be responsible for shifting the copying mechanism from the country name ahead to the in-context capital.

## F Head 11.11 Analysis

In another set of sample, we find head 11.11 that have the similar effect as the chosen head 15.7. However, we didn't include this head in the main paper since this head offers less interpretable explanation. See figures $46,47,48,49,50$

Pythia-1.4b Tuning Scale


Result of Tuning Memory Head When Model Originally Predicted In-Context Capital

Result of Tuning In-Context Head When Model Originally Predicted


Memorized Capital


Result of Tuning In-Context Head Result of Tuning In-Context Head
When Model Originally Predicted When Model Originally Predicted


Figure 46: Scale graph on intervention for head 11.11


Figure 47: Overwrite result with respective scale on Head 11.11 on the world-capital dataset

Pythia-1.4b Intervention on Memory Head 11.11 with -0.7 Scale


Figure 48: frequency effect on negatively tuning head 11.11

Pythia-1.4b Intervention on Memory Head 11.11 with 3.5 Scale


Figure 49: frequency effect on positively tuning head 11.1


Figure 50: Overwrite result with respective scale on Head 11.11 on the COUNTERFACT dataset

## G Singular Value Decomposition

We included the top 10 decode for all 64 right singular vectors in head 15.7 and head 19.4 in the main paper to show that the memory head weights specifically encourage geography related terms in the next token prediction. 15.7 shows interpretable decode clusters around the location information. However, head 19.4 didn't show any meaningful clusters. We include the decodings for each of the singular vectors in each head in this section, see Tables 34.


| 'BT', ' Damascus', 'PID', 'ISP', 'BD', ' Wis', 'IBLE', 'BI', ' Brady', ' Illinois' |
| :---: |
| 'India', ' India', ' IA', ' EL', ' Modi', ' JE', ' Indians', ' AE', ' Io', ' Wick' |
| ' Os', 'OSS', 'ei', 'ees', ' Pirates', 'EE', 'e', 'Os', 'OS', 'OG' |
| 'vb', ' Bor', 'VB', 'pnt', ' BA', ' Bil', 'BER', ' Bir', 'Bir', ' Brun' |
| ' yg ', 'yy', 'YS', 'YP', 'yc', 'isi', 'wei', ' Feld ', 'Eh', 'Y' |
| 'PY', ' Zam', ' Tay', 'Ay', ' Ky', ' y', ' Ay', 'Ky', ' Theo', 'Py' |
| 'nj', ' Egg', ' Jets', ' eggs', ' Yuan', 'ECD', 'Io', ' egg', ' IJ', ' ERR' |
| 'FER', ' Fran', 'rf', 'Fran', 'IF', ' iT', ' Fang', 'fi', 'RF', 'RL' |
| 'AW', ' AW', 'AQ', 'QA', 'aq', 'alias', ' AA', ' ${ }^{\text {AO', ' BA', ' Falk' }}$ |
| 'ticos', 'xB', 'TES', ' IB', 'ross', 'IRST', 'chos', 'abis', 'oracle', 'robl' |
| ' Hogan', 'INGTON', ' Hyde', ' GT', 'anson', ' Duncan', 'ISPR', ' Roland', ' GD', ' Dum' |
| 'ember', ' Indians', 'aste', ' Gem', 'Ind', 'stem', 'ruby', ' Ghana', 'estead', ' Rails' |
| 'ORK', 'agma', 'pb', 'iq', 'mr', 'illo', 'MSO', 'ork', 'mq', ' Amend' |
| ' Rom', ' BB ', ' rom', 'Rom', 'BR', ' Rams', ' Ramos', ' BR ', ' Rangers', ' BB ' |
| 'tics', 'iast', ' n $\backslash$ u00FA', 'gue', ' MN', 'inx', 'ilor', ' concess', 'yc', 'CTOR' |

Table 3: The top 10 decoded tokens for each right singular vector from the memory head 15.7



Table 4: The top 10 decoded tokens for each right singular vector from the context head 19.4


[^0]:    ${ }^{1}$ This is not to say that this is the only job of this head in general, or that these are the only heads that play this role.

