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Abstract

Purpose: Automatic localization of pneumonia on chest X-rays (CXRs) is highly
desirable both as an interpretive aid to the radiologist and for timely diagnosis of
the disease. However, pneumonia’s amorphous appearance on CXRs and com-
plexity of normal anatomy in the chest present key challenges that hinder accu-
rate localization. Existing studies in this area are either not optimized to preserve
spatial information of abnormality or depend on expensive expert-annotated
bounding boxes. We present a novel generative adversarial network (GAN)-
based machine learning approach for this problem, which is weakly supervised
(does not require any location annotations), was trained to retain spatial infor-
mation, and can produce pixel-wise abnormality maps highlighting regions of
abnormality (as opposed to bounding boxes around abnormality).

Methods: Our method is based on the Wasserstein GAN framework and, to the
best of our knowledge, the first application of GANs to this problem. Specifically,
from an abnormal CXR as input, we generated the corresponding pseudo nor-
mal CXR image as output. The pseudo normal CXR is the “hypothetical” normal,
if the same abnormal CXR were not to have any abnormalities. We surmise that
the difference between the pseudo normal and the abnormal CXR highlights
the pixels suspected to have pneumonia and hence is our output abnormal-
ity map. We trained our algorithm on an “unpaired” data set of abnormal and
normal CXRs and did not require any location annotations such as bounding
boxes/segmentations of abnormal regions. Furthermore, we incorporated addi-
tional prior knowledge/constraints into the model and showed that they help
improve localization performance. We validated the model on a data set consist-
ing of 14 184 CXRs from the Radiological Society of North America pneumonia
detection challenge.

Results: We evaluated our methods by comparing the generated abnormality
maps with radiologist annotated bounding boxes using receiver operating char-
acteristic (ROC) analysis, image similarity metrics such as normalized cross-
correlation/mutual information, and abnormality detection rate.We also present
visual examples of the abnormality maps, covering various scenarios of abnor-
mality occurrence. Results demonstrate the ability to highlight regions of abnor-
mality with the best method achieving an ROC area under the curve (AUC) of
0.77 and a detection rate of 85%.The GAN tended to perform better as prior
knowledge/constraints were incorporated into the model.

Conclusions: We presented a novel GAN based approach for localizing pneu-
monia on CXRs that (1) does not require expensive hand annotated location
ground truth; and (2) was trained to produce abnormality maps at the pixel level
as opposed to bounding boxes. We demonstrated the efficacy of our methods
via quantitative and qualitative results.
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1 | INTRODUCTION

Pneumonia is a form of acute lung infection that affects
millions of people worldwide annually, and is responsi-
ble for over 50 000 deaths every year in the U.S. alone.!
Chest X-rays (CXRs) are one of the most common and
effective methods for diagnosing pneumonia? While
easy to acquire, CXRs are difficult to interpret due to the
amorphous presentation of infection and the complexity
of adjacent normal anatomy? In a busy practice, radi-
ologists may be asked to interpret hundreds of CXRs
every day. The high volume of examinations causes
delays in result reporting, and fatigue that increases the
risk of missing subtle findings.*® Automated tools that
can help in triaging examinations and in highlighting
regions of abnormality within these examinations can
help improve the timeliness and accuracy of the CXR
reports.”~®

Pneumonia usually manifests as one or more areas
of increased opacity on a CXR.'"® However, auto-
mated localization is made difficult by a number of
factors including (1) hazy/amorphous appearance; (2)
lack of shape priors; (3) complexity of lung anatomy
and subtleties of the findings; (4) variations in the
appearance of the CXRs due to positioning of the
patient and depth of inspiration;'! (5) superimposition
of the anatomy introduced by planar technique; and
(6) presence of various other kinds of lung abnor-
malities. Figure 1 presents some examples to illus-
trate the problem. Several studies have reported inter-
observer disagreement'?~'® between radiologists and
interpretation error®'%17 in detection of pneumonia
from CXRs, which can potentially result in delayed or
missed diagnosis."® In practice, in addition to the CXRs,
radiologists may also review the clinical history, vital
signs, and laboratory exams of the patients to make an
accurate assessment. Hence, automated localization of
pneumonia from CXR alone is a challenging task.

Related literature: The last decade has witnessed
tremendous success in the application of deep learn-
ing (DL) methods to image analysis problems. Although

there are several prior studies that report neural network
(NN)-based classification of CXRs with pneumonia,'®
there are few that can localize the disease at the pixel
level. These can broadly be classified into ones that (1)
use the final feature maps of an NN classifier to derive a
heat map that highlights the regions/pixels of abnormal-
ity, and ones that (2) predict a bounding box (BB) around
the abnormality. We summarize these approaches in the
next few paragraphs.

The first class of methods is weakly supervised and
uses the information in the final layers of a neural net-
work (NN) classifier to localize regions of interest. A
popular subset of such approaches is based on the
so-called class activation maps (CAM)2? In CAM, the
second-to-last-layer feature maps of an NN classifier
are used to construct class-specific activation maps,
with the expectation that they capture the pixel-level
differences between the classes. Irvin et al’*! use this
approach on a convolutional NN (CNN) classification
model (which they call the CheXNet) and present heat
maps to visualize the regions most indicative of the
disease. Wang et al*’ take a similar approach and
use the global average pooling layer of a classification
CNN model for localizing pneumonia. While easier to
implement, CAM and related approaches are optimized
for classification rather than location preserving spatial
information. As a result, CAM-based approaches may
perform suboptimally on localization tasks and may miss
spatial regions of abnormality?*

The second class of methods is supervised, relying
on BBs marked around the regions of abnormality for
training. In these approaches, classification and BB
prediction is carried out simultaneously using mod-
els trained on both class labels and hand-annotated
BBs.2426 |t is important to note that these approaches
predict a BB around the abnormality rather than a
detailed pixel-level abnormality map. Li et al’* present
such an approach, where they additionally incorporate
multiple instance learning (MIL)?’ for abnormality local-
ization. Taghanaki et al®® also use a similar approach
with added latent space modeling and attention

(b) Single-site

(@) Normal
CXR abnormality
FIGURE 1

(¢) Multisite
abnormality

(e) Nodular
abnormality

(d) Diffuse
abnormality

Exemplary normal (a) and abnormal CXRs with pneumonia (b)—(e). Anatomical structures are labeled in the normal CXR;

abnormal regions are marked by red bounding boxes in the abnormal CXRs. Notice pneumonia’s amorphous appearance, varying in the
number of sites of occurrence, size, shape, intensity, and textural patterns in the abnormal CXRs. Also notice the lack of a clear boundary
between the abnormal region and adjacent normal anatomy such as the heart (b,c), diaphragm (b,c,e), and lung walls (b,c). A key challenge is to

discern such subtle differences
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mechanism. A key drawback of these approaches
is their dependence on expensive radiologist annotated
BB labels. Furthermore, known variability between radi-
ologists in the interpretation of chest radiographs'?'3
presents additional challenges for ground truth prepa-
ration, algorithm validation, and model generalization.

As a final note on prior work, we briefly describe the
Radiological Society of North America (RSNA) pneu-
monia detection challenge, which was organized recog-
nizing the importance and difficulty of the problem.2®
The goal of the challenge was to build an algorithm to
automatically predict BBs around lung opacities using
radiologist-annotated BB labels for training. Although the
competing groups experimented with a multitude of NN-
based algorithms, most of the top performing models
were variants of the classification and BB localization
approach described above and hence have the same
drawbacks. It is also interesting to note that the algo-
rithm designs were mostly driven by iterative empirical
evidence and depended on heavy data-/model-specific
optimizations. For example, the winning entry used an
ensemble of 50 neural network models in addition to
custom data pre-/postprocessing.?°

Summary of the problem: There is a need for
pneumonia localization algorithms that are (1) opti-
mized for location-preserving abnormality information
unlike CAM-based approaches; (2) do not depend on
expensive ground truth location annotations unlike BB
approaches; (3) can produce detailed pixel-wise abnor-
mality maps, as opposed to a BB around the abnor-
mality; and finally (4) do not rely on heavy data-/model-
centric optimizations, which can pose substantial chal-
lenges for reproducibility and generalizability.

Our contribution: In this work, we present a novel
generative adversarial network (GAN)-based machine
learning approach for localizing pneumonia on CXRs.
Our method is inspired by the work of Zhang et al*® and
Baumgartner et al’® and, to the best of our knowledge,
the first application of GANs to this problem. Specifi-
cally, we pose the problem as an image-to-image trans-
lation task and predict a pseudo normal CXR from an
abnormal CXR using a Wasserstein GAN-based frame-
work. The pseudo normal CXR is the “hypothetical” nor-
mal, if the same abnormal CXR were not to have any
abnormalities. We surmise that the difference between
the pseudo normal and the abnormal CXR captures the
characteristics of abnormalities, and hence, is our output
abnormality map. Furthermore, we explore sequentially
incorporating additional prior knowledge/constraints into
the GAN model, such as (1) being able to preserve the
normal images “as is” when fed as input to the model
and (2) registering all the images to a common refer-
ence space to constrain anatomical variability.

We would like to note some of the key features of our
method: (1) it is weakly supervised, in that it does not
depend on any location annotations; (2) is trained on
an “unpaired” data set of abnormal and normal CXRs

(i.e.,there is no normal CXR corresponding to an abnor-
mal CXR and vice versa); and (3) is trained to preserve
abnormality location information (unlike CAM) and can
produce detailed pixel-wise abnormality maps (unlike
BB approaches).

Finally, we evaluated our methods by measuring the
overlap/similarity between our abnormality maps and
radiologist annotated ground truth BBs. We compare our
approaches to CAM?° as well as to adding BB supervi-
sion to our methods. Quantitative metrics for comparison
included receiver operating characteristic (ROC) analy-
sis, scalar performance measures at the optimal ROC
threshold, image similarity measures such as normal-
ized cross-correlation (NCC)/mutual information (MI),
and abnormality detection rate (DR). We also present
visual examples of the predicted abnormality maps, cov-
ering various scenarios of abnormality occurrence (e.g.,
those listed in Figure 1) and some special cases such as
metal device detection.

2 | METHODS

Let A denote the domain of CXRs with pneumonia
and let N denote the domain of CXRs that are nor-
mal. Given only an unpaired training data set of images
from both domains aq, as, as ... a,, and n4, ny, N3 ... N, (NO
other ground truth information like abnormality loca-
tion/BB annotations), our goal is to estimate a pixel-wise
abnormality map that highlights the regions of pneumo-
nia in a novel abnormal image. By unpaired, we mean
that there is no overlap between the patient cohorts of
images in A and N. We take a GAN-inspired image-to-
image translation approach to tackle this problem. We
briefly describe GANs and their variants in the next sec-
tion to motivate our algorithm.

2.1 | Relevant background on GANs and
their variants

GANs are neural network models that can learn and
sample data from high-dimensional probability distribu-
tions such as images. The classical GAN forimages con-
sists of an image generator and a discriminator, which
compete with each other in a zero-sum game2' The
goal of the generator is to fool the discriminator by gen-
erating synthetic images that are indistinguishable from
real images. The goal of the discriminator is to distin-
guish between the generated synthetic images and the
real images. Typically, the generator and discriminator
are neural network models, trained simultaneously. The
output of the discriminator is used to train the generator
to improve image generation quality.

The traditional GAN takes in a random vector as
input and generates data from the learned probabil-
ity distribution as output. A GAN can also be trained
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conditioned on additional information such as class
labels or other images to generate data with specific
properties. Such training imposes restrictions on the
modes of the learned data distribution and are called
conditional GANs (cGAN). Conditional GANs are well
suited for image-to-image translation,*>33 where the
goal is to take images from one domain and transform
them to have the style/characteristics of images from
another domain. cGANs have been applied to various
problems in medical imaging including low-dose com-
puted tomography (CT) denoising* superresolution
in retinal fundus images,®® magnetic resonance (MR)
reconstruction,>® CT image synthesis from MR 3’38 and
brain image segmentation.3?

Although many impressive results have been reported
using the basic GAN/cGAN setup described above, they
suffer from training instability and mode collapse prob-
lems. Mode collapse refers to the phenomenon where
the generator learns to generate samples from a few
modes of the data distribution while missing many oth-
ers, even though the samples from the missing modes
occur in the data set. These problems exacerbate the
difficulty of training these models and potentially prevent
the learned distribution from converging to the real data
distribution.*° Arjovsky et al*? proposed the Wasserstein
GAN, a variation on the traditional GAN that addresses
these drawbacks. In Wasserstein GANs, the discrimi-
nator is replaced with a critic function based on the
Wasserstein distance metric. The Wasserstein metric
is a meaningful and robust way to measure the dis-
tance between the distributions of the generated and
real images. This metric is minimized iteratively during
GAN training to improve image generation performance.
Section 2.2 provides some intuitions on the working of
the metric. Wasserstein GANs have been shown to have
better optimization/convergence properties,*’ owing to
its favorable continuity (everywhere') and differentiabil-
ity (almost everywhere?) properties under mild assump-
tions. A key advantage of the method is that it allows
the critic to be trained till optimality, providing better
gradients to the generator and hence helping to pro-
duce images with higher quality and diversity*? With this
background on GANs, we next describe our methodol-
ogy in detail.

2.2 | Our methodology

In this work, we take a conditional Wasserstein GAN-
based image-to-image translation approach (abnormal
CXR to abnormality map) to localize abnormalities on

' Continuous everywhere refers to a function being continuous everywhere in its
domain. In the case of the Wasserstein metric, continuous everywhere implies
continuity everywhere over the space of all the generator network parameters.
2 A function is said to be almost everywhere differentiable if the set of points in
its domain where it is not differentiable is contained in a set that has measure
zero.

CXRs. Specifically, we train a cGAN that generates a
pixel-wise abnormality map conditioned on the input
abnormal CXR. We leverage the Wasserstein critic func-
tion to take advantage of its favorable properties for
GAN ftraining. Let py(a) and py(n) denote the distribu-
tions of images contained in A (abnormal CXRs) and N
(normal CXRs) in our data set, respectively. We model
the translation of images from domain A to domain N
using the following additive relationship:23-3°

fl,‘ = G(a,-) + a;. (1)

Here, a; is an abnormal image, A; is the translated
pseudo normal image, and G is the GAN generator. The
pseudo normal CXR 5; is the “hypothetical” normal if
the abnormal CXR a; were not to have any abnormal-
ities. G(a;) is an image generated by G with a; as input.
We call G(a;) the “difference map”because it represents
the difference between f; and a;. Using this formula-
tion, the goal is for the difference map G(a;) to cap-
ture (or for G to learn) all the relevant information that
makes an abnormal CXR different from a normal CXR.
This information manifests as differences in intensities
of pixel/regions belonging to abnormalities. Hence, the
difference map G(ag;) is our predicted abnormality map.
To train the generator, we compare the distribution of
the pseudo normal images (obtained by adding G(a;) to
a;) to the distribution of the real normal images using
the Wasserstein distance metric. This measure is back-
propagated through the generator network to optimize
its weights and improve image generation performance.
A block schematic of our method is shown in Figure 2.
We next describe our generator, critic, and loss functions
(Lgan; Ls,'m, Liden) in detail.

2.21 | Generator

Generating the difference map is a dense prediction task
unlike classification, that is, as opposed to a scalar out-
put, the generator needs to produce a spatially struc-
tured pixel-wise map at the same resolution as the input
image. Other examples of dense image prediction tasks
in computer vision include semantic segmentation®
and optical flow.*? For example, in semantic segmenta-
tion, the goal is to label each pixel of an input image
as belonging to a particular object class, producing a
pixel-wise segmentation map. In recent years, fully con-
volutional neural network (FCN) models have gained
popularity for dense image prediction tasks*' FCNs
consist of convolution, pooling, nonlinearity, and upsam-
pling operations;they do not have dense connection lay-
ers. This reduces the number of parameters in the net-
work. Also, FCNs do not require the input images to be
of a predetermined specific size because there are no
fixed number of units in any layer (e.g., as required by
dense layers)*® Building on the advantages of FCNs
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FIGURE 2 Block schematic of our approach for pneumonia localization on CXRs

for dense prediction, we model our generator based on
a popular FCN architecture called the U-Net** We next
describe the U-Net and our model implementation.
U-Nets** are FCN architectures that have been suc-
cessfully applied to semantic segmentation and other
dense prediction tasks. The U-Net consists of the follow-
ing parts: (1) a contracting path consisting of a series
of convolution, nonlinearity (e.g., rectified linear units
[ReLUs]), and pooling operations that reduce the dimen-
sionality of the input image; (2) a symmetric expand-
ing path where the pooling operations are now replaced
by upconvolutions (transposed convolutions); and (3)
skip connections between the contracting and expand-
ing paths that bypass one or more layers of the net-
work. The upconvolution operations increase the reso-
lution of the output of the network layers in the expand-
ing path. The skip connections enable the lower res-
olution feature maps from the expanding path to be
combined with the higher resolution feature maps from
the contracting path. The motivation behind this is that
the contracting path interprets the image and its con-
text (e.g., what is in the image), while the expanding
path combined with the higher resolution features from
the contracting path enables localization (where in the
image). Merging features from various resolutions via
skip connections aids in combining spatial information
with contextual information*> Our U-Net implementa-
tion is shown in Figure A.1 in Online Appendix A and
is based on Baumgartner et al2® The contracting path
consists of 3x3 pixel convolutions with stride 1,2x2 max
pooling operations with stride 2, and ReLUs for nonlin-
earity. Starting with 16 convolutional filters in the first
layer, the number of filters is doubled after each max
pooling operation, reaching a maximum of 128 filters.
The expanding path consists of up/transposed convolu-
tions with stride 2, concatenation with contracting path
features, 3x3 pixel convolutions, and a 1x1 convolution

with no nonlinearity. The number of filters are halved
after every upconvolution operation. All layers except for
the last one use batch normalization. We next describe
our critic function.

2.2.2 | Critic and Wasserstein distance

Let the critic function be denoted by C. The role of C is
to compute a measure of dissimilarity between the dis-
tributions of the generated and real images. We achieve
this by leveraging the Wasserstein metric, also called the
earth mover’s distance (EMD)*° Informally, one distribu-
tion can be imagined to be a mass of earth spread over
some space and the other distribution to be a group of
holes in the same space. Then the Wasserstein distance
is a special case of the transportation problem*® and
computes the minimum cost/amount of work required to
transport earth to fill the holes. A unit of earth moved by
a unit of ground distance is considered one unit of cost
here*” This problem is intractable in the original form.
Using Kantorovich—Rubinstein duality*® and 1-Lipschitz
continuity constraints,*? Arjovsky et al*? showed that the
Wasserstein distance can be approximated using neural
network functions. Kantorovich—Rubinstein duality con-
verts the optimal transport problem, which is a spe-
cial case of linear programming problems, to its dual, a
maximization problem over 1-Lipschitz functions.?® The
solution of the dual is identical to the solution of the
primal and allows to approximate the Wasserstein dis-
tance using parameterized functions*° Here, we take
this approach and model the critic function C using an
FCN architecture.?> Our network is shown in Figure A.2
in Online Appendix A. It takes an image as input (either
the pseudo normal or the real normal image) and pro-
duces a scalar output. The network is composed of
3x3 pixel convolutions with stride 1, 2x2 max pooling
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operations with stride 2, ReLUs for nonlinearity,a 1 x 1
convolution layer with no nonlinearity, and a final global
average pooling layer. As with the generator network,
the numbers of filters are doubled after each max pool-
ing operation, reaching a maximum of 256 filters. Batch
normalization was not applied to the layers as it pre-
vented the critic from learning during the initial stages
of training. This was consistent with similar observations
reported by other studies in the literature?3°" Finally,
the Wasserstein distance is computed by optimizing the
neural network parameters of C according to the follow-
ing equation:

W(pa(n). pa(f)) = Lgan(G, C) = max [Epp,(m[C(M)]
—Ea~py(a)[Cla + G(a))]], ()

where W is the Wasserstein distance, n is a normal
image, a is an abnormal image, a + G(a) is a pseudo
normal image, py(h) is the distribution of pseudo nor-
mal images, C is the set of 1-Lipschitz functions, and
E[.] is the expectation operator. C is ensured to be 1-
Lipschitz continuous when the norm of the gradients
of C (with respect to its input) are at most 1 every-
where. A soft version of this constraint is incorporated
as an additional term to the loss function, a penalty on
the norm of the gradients of C5' Intuitively, the opti-
mized critic C at each step would be relatively large
for normal images and small for pneumonia images
or pseudo normal images that have not converged to
normal image distribution. The Wasserstein distance W
would be relatively large for pneumonia or pseudo nor-
mal images compared to that of normal images because
it measures how dissimilar the images are to normal
images. From here on, we also denote the Wasserstein
distance by GAN loss Lg,,(G, C), which is backpropa-
gated iteratively through the generator network during
training.

2.2.3 | Other losses

Training with the GAN loss alone may not be sufficient
to generate meaningful abnormality maps/pseudo nor-
mal CXRs. For any patient, the abnormal CXR and the
corresponding pseudo normal CXR would have many
pixels in common (e.g., in healthy regions, i.e., those
outside the abnormal regions), which need to be pre-
served during the image translation process. The GAN
loss itself does not account for this patient-specific con-
straint. Hence, in addition to the GAN loss, we impose
a minimality regularizer, Lg;,, on the difference map by
minimizing its norm?3

Lsim(G) = 11G(a)ll,,, ©)

where ||.||., is the L1-norm.

MEDICAL PHYSICS -

In addition to the above losses, we introduce addi-
tional prior information/constraints into the model that
can help improve the generation performance. We
describe two such extensions here:

1. Image registration: As we noted in the introduction,
normal anatomical variability in a patient population
increases the complexity of abnormality localization.
The GAN would require to learn this normal variabil-
ity and be able to distinguish it from the variability
caused due to abnormality. One way to mitigate the
effect of normal anatomical variability is by register-
ing all images to a common reference space. The ref-
erence space acts as an anatomical prior, constrain-
ing anatomical variability and helping the GAN focus
on the features of interest in each abnormal image,
that is, regions of abnormality. For the purposes of
this study, we picked an exemplary normal CXR as
our reference image with the help of a radiologist and
registered all other images to it. Our image registra-
tion method was intensity based with an affine trans-
formation function and Ml similarity metric.5?

2. Identity loss: In addition to producing realistic look-
ing pseudo images from abnormal images, the GAN
should retain a normal image “as is’when fed as input
to the network.2® This can help the GAN better under-
stand the semantics of normal images/anatomy and
as a result help perform better abnormal-to-normal
image translation. We refer to this constraint as the
identity loss, L4y, and compute it as

Ligen(G) = [En~pd(n)[||n - G(n)”L1 1, 4)

where E[.] is the expectation operator, n is a real nor-
mal image, and ||.|[., is the L1-norm.

2.2.4 | GAN optimization and training
Putting everything together, our final optimization func-
tion for GAN training is given by

G*= argGmin [Lgan(G: C) + 44 Lsim(G) + AZLiden(G)];
(5)

where G* is the optimal generator G and 14 and 1, are
the weights assigned to each of the loss functions. We
note here that the optimization also included the gra-
dient penalty and image registration was performed as
prestep, as discussed above.

Lastly, we describe our training procedure. The gener-
ator and the discriminator were trained simultaneously
in an alternating fashion*° Multiple critic weight updates
were performed for every generator weight update to
ensure accurate computation of the Wasserstein dis-
tance. We leveraged the ADAM algorithm®® for opti-
mizing the weights of the network. We experimented
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with various combinations of the loss functions, set-
ting the corresponding weight parameters 44 and 1,
to 0 when the losses were not included during train-
ing. This concludes the description of our methodology.
We next describe our data, experiments and validation
procedure.

2.3 | Data, experiments, and validation

2.3.1 | Data

Our data set consisted of a total of 14 184 frontal-view
CXRs, with 5659 labeled positive for pneumonia and the
rest normal. The data are publicly available as part of
the RSNA pneumonia detection challenge,?® and are
a subset of the bigger US National Institute of Health
(NIH) CXR data set??°* The BBs on the abnormal
CXRs were annotated by six different board-certified
radiologists from multiple institutions using a web-based
commercial annotation tool. Any given CXR could con-
tain multiple BBs if more than one area was suspected
to have pneumonia. More details on the data and the
annotation process are available at the RSNA challenge
website®® and described in detail by Shih et al.>*

2.3.2 | Experiments

All the images were of size 1024x1024 pixels with inten-
sities ranging from 0 to 255. We resampled the images
to a resolution of 512x512 pixels for efficient training
while retaining sufficient pixel-level anatomical informa-
tion required for the problem.2%:56 We split the data into
65% training, 15% validation, and 20% test sets using
random stratified sampling and used the same splits
for all our experiments. The training set was used to
optimize the weights of the network, whereas the val-
idation set was used for hyper parameter tuning (e.g.,
determining the number of training epochs using early
stopping®’). The test set was held out during train-
ing and was used to measure algorithm generalization
performance. All our results are presented on the test
set.

For the ADAM optimizer, we used the following param-
eter settings: 84 = 0, B> = 0.9, and learning rate =
0.001. The loss weights 44 and A1, were set to 100
and 10, respectively, when the corresponding loss func-
tions were included during training. These values were
found to be optimal empirically. We accumulated gradi-
ents from four batches, each of size 8, before perform-
ing a step of gradient descent. This effectively allowed
for training with a batch size of 32. All training was per-
formed on an Nvidia Tesla P100 GPU with 16 GB of
RAM and took approximately 40 h per session.

The affine image registrations were performed using
the Insight Toolkit (ITK) library®® The MI similarity

metric was maximized using the gradient descent

optimizer (learning rate = 1.0, maximal number
of iterations = 200, minimum value for conver-
gence = 1e-6). Linear interpolation was used for

resampling. ITKs multiresolution registration framework
was utilized to perform coarse to fine image reg-
istrations with three levels of image pyramid (fac-
tors by which the images were shrunk at each
level = [4, 2, 1], smoothing Gaussian sigmas at
each level = [2, 1, 0]). The multiresolution registra-
tion approach is widely popular and aids in improv-
ing accuracy, robustness, and speed.*® For our meth-
ods that used image registration, the ground truth BBs
were also transformed appropriately using the obtained
affine transformation.

We present results for different combinations of our
methods, such as the plain Wasserstein GAN, Wasser-
stein GAN with identity loss, Wasserstein GAN with
image registration and identity loss, and so on. For com-
parison, we implemented the CAM methodology from
Zhou et al2° which is based on a neural network image
classifier. As noted in the introduction, CAM produces
class-specific output maps that are surmised to cap-
ture the visual differences between two image classes.
In our case, the two image classes are the normal and
abnormal CXRs, with the resulting output map highlight-
ing regions of abnormality. The CAM classifier architec-
ture was similar to our critic function with a few changes
in the last layer to produce a classification output. Fur-
ther, we also compare to two supervised approaches: (1)
a supervised version of our method by additionally incor-
porating BB information and (2) RetinaNet,* a state-of -
the-art deep CNN-based object detection model. For (1),
a BB loss L, was added to the GAN optimization (Equa-
tion (5)), computed as the negative dice coefficient®”
between a sigmoid transformed G(a) and a BB mask
image. The dice coefficient measures the ratio of twice
the intersection between the predicted mask and the
ground truth mask, to the sum of the masks. The BB
mask image itself was obtained by setting the pixels
inside the BBs to 1s and those outside to Os. This loss
was weighted by parameter 13, set to an optimal value
of 200 found empirically. For (2), we trained a Reti-
naNet model using the detectron2 library®' which takes
in ground truth object BBs during training and predicts
BBs at locations likely to contain the object of interest in
the test images. We would like to note that the RetinaNet
model was also used by the top performers in the RSNA
pneumonia detection challenge.

2.3.3 | Validation

We evaluate the methods by measuring the over-
lap/similarity between the generated abnormality maps
and the ground truth BBs using multiple quantitative
metrics:
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(1) ROC curve analysis: We threshold the [0,1]-
normalized abnormality maps with thresholds
ranging from 0 to 1. Each such thresholding results
in a binary abnormality map, with 1s inside the pre-
dicted abnormal region and Os outside it. We then
compute the pixel-level true positive rate (TPR) and
false positive rate (FPR) of our prediction as follows:
TPR = #pixels in the intersection between the pre-
dicted abnormal region and the ground truth BB
masks over the total #pixels inside the ground
truth BB masks; FPR = #pixels that are predicted
as abnormal but are outside the ground truth BB
masks over the total #pixels outside the ground
truth BB masks. Lastly, we average the TPR and
FPR values at each threshold across all cases in
our test set to compute summary TPR and FPR
values at that threshold. These values are used to
plot the ROC curve.

(2) Scalar performance metrics at optimal ROC
threshold: We present scalar performance metrics
such as sensitivity, specificity, geometric mean, accu-
racy, and F4 score at the maximal Youden’s index®?
point. The Youden’s index is a statistic that summa-
rizes the performance of a diagnostic test, given by
sensitivity + specificity — 1.

(3) Similarity between the abnormality maps and
the ground truth BB images: We compute image
similarity scores between the [0,1]-normalized
abnormality maps and the ground truth BB images
(the BB masks converted to images by setting the
pixels inside the BB masks to 1s and those outside
to 0s). We chose NCC and Ml as our image similar-
ity metrics because they compute a similarity score
that is not sensitive to the absolute image intensity
values in the two images.

(4) Pneumonia DR: We compute DR as the rate of suc-
cessful detection of abnormality at the level of whole
images. A detection is deemed successful if the pre-
diction has an overlap of at least 50% with the union
of ground truth BBs of the image.f3-56 The motiva-
tion for this metric is to evaluate how well our meth-
ods “detect” the regions of abnormality as opposed
to how accurately they overlap with the ground truth
pixels. We compute DR at different intensity thresh-
olds and plot them against the corresponding pixel-
level FPR defined above. The DR curves for all the
methods and their AUCs are presented for pixel FPR
< 25%.

The RetinaNet model is also evaluated in a similar
way by thresholding the [0,1] confidence scores asso-
ciated with the BB predictions with thresholds ranging
from 0 to 1.

Finally, we present visual examples of CXRs and
the corresponding abnormality maps generated using
all the methods. These examples cover various sce-
narios of abnormality occurrence such as single-site
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FIGURE 3 ROC curves of all methods. Note that all our

methods perform better than CAM. The combination of Wasserstein
GAN with minimality regularizer, image registration, and identity loss,
imreg + identity,achieves the best ROC with an AUC of 0.77.
imreg + identity + bboxmask achieves a similar performance

localized lung opacity, multisite localized lung opacity,
diffuse opacity covering the entire lung(s), mild inten-
sity opacity, nodular/patchy opacity, and so on. Addi-
tionally, we also show some interesting cases such as
response to metal objects and normal images. We con-
clude with some examples where our method differs
from the ground truth.

3 | RESULTS

In this section, we present quantitative and qualitative
results for all the methods. In the description below,
we refer to the Wasserstein GAN with only minimal-
ity regularizer Lgj,, as “plain.” All the other meth-
ods are additions on top of this basic condition, that
is, plain with image registration is referred to as
“imreg,” plain with identity loss as “identity,” plain
with BB loss as “bboxmask,” plain with image regis-
tration, identity and BB loss as “imreg + identity +
bboxmask,” and finally, plain with image registration
and identity loss as “imreg + identity.” All methods
except bboxmask and imreg + identity + bboxmask,
are weakly supervised and are the main contribu-
tions of this paper.bboxmask and imreg + identity +
bboxmask use BB supervision (via BB loss L, described
in the previous section) and are included only for
comparison.

Figure 3 shows the ROC curves for pixel over-
lap between the predicted abnormal regions and the
ground truth BBs. We see that all our methods achieve
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TABLE 1 Scalar performance metrics at maximal Youden’s index

Method Sensitivity Specificity Geometric mean Accuracy F, score
plain 0.66 0.75 0.70 0.74 0.36
imreg 0.72 0.72 0.72 0.72 0.38
identity 0.69 0.75 0.72 0.75 0.38
CAM 0.40 0.82 0.57 0.76 0.32
bboxmask 0.73 0.74 0.74 0.74 0.40
imreg + identity + bboxmask 0.74 0.78 0.75 0.77 0.43
imreg + identity 0.74 0.77 0.75 0.76 0.43

TABLE 2 Image similarity scores between abnormality maps
and ground truth bounding box images

Method Median NCC Median M
plain 0.26 0.05
imreg 0.30 0.07
identity 0.27 0.06
CAM 0.16 0.04
bboxmask 0.30 0.07
imreg + identity + bboxmask 0.35 0.09
imreg + identity 0.35 0.09

a superior performance compared to CAM, with an
AUC greater than 0.70. Our top performing model is
imreg + identity with the highest AUC of 0.77.imreg
and identity perform better than plain with an AUC
of 0.73. We also note that bboxmask performs better
than plain (AUC 0.74), whereas imreg + identity +
bboxmask has the same performance as that of imreg
+ identity.

Table 1 shows scalar performance metrics at the max-
imal Youden’s index ROC point. We see a similar trend
for sensitivity, geometric mean, and F4 score, where
including the additional losses over plain improves
prediction performance. imreg + identity achieves
the highest sensitivity, geometric mean, and F, score.
CAM and imreg + identity + bboxmask achieve the
highest specificity and accuracy, respectively, followed
closely by imreg + identity.We also observe that all

N CAM
EEE imreg-+identity

N
)
<

._.
o
e

Frequency

0.0 0.1 0.2 0.3
Mutual information

(a) Mutual information histograms

the methods suffer from a low F; score with the highest
value of 0.43.

Table 2 lists the Ml and NCC image similarity met-
rics, comparing the predicted abnormality maps with
the ground truth BB mask images. Median similarity
scores across all test images are presented with higher
values, indicating higher similarity to ground truth. We
again observe a similar trend where all our methods
achieve a higher score compared to CAM. Including
additional losses over plain aids performance with
imreg + identity achieving the highest scores. This
is also illustrated in Figure 4, where we see that the dis-
tribution of imreg + identity scores are shifted to the
right toward higher values compared to the distribution
of CAM scores.

Figure 5 shows the abnormality DR plotted against
false positive rate (FPR) of pixel overlap with ground
truth. We see that all our methods have a superior DR
curve compared to CAM and achieve a DR > 80% at
a maximum pixel-level FPR of 0.23. imreg + identity
and imreg + identity + bboxmask achieve the best
performance with a DR > 80% at a lower pixel FPR
of 0.18 and a DR of 85% at a maximum pixel FPR
of 0.25. We note that the DR curves of all our meth-
ods increase rapidly between an FPR of 0.05 and
0.15 and start to plateau post 0.2. We also performed
free-response ROC (FROC) analysis to evaluate the
localization performance at the level of individual abnor-
malities (as opposed to DR analysis above, which is
an image-level measure of detection success). The
FROC methods were based on connected components
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FIGURE 4 Histograms of mutual information and normalized cross-correlation scores for our method imreg+identity and CAM
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FIGURE 5 Abnormality detection rate curves for all methods.
Note that imreg + identity and imreg + identity + bboxmask
achieve the highest scores

analysis®”8 and intensity peaks of the abnormality
maps.5® An abnormality-level detection TPR was com-
puted for successful detection of individual abnormal-
ities (as opposed to whole image as in DR analy-
sis or pixel-level TPR as in the ROC analysis) across
all images and measured against the average number
of false positive detections per image, at each inten-
sity threshold of our abnormality map. Our algorithm
imreg + identity attained a maximum abnormality-
level detection TPR of 0.75 with a corresponding aver-
age false positive detection value of 0.5 per image.
The TPR was lower for CAM with maximum value
<0.5, and corresponding average false positives per
image being higher in the 2-3 range. More details on
our FROC methodology and results can be found in
Online Appendix B.

Figure 6 shows a comparison of the performance of
our method and the BB-supervised RetinaNet model.
The RetinaNet is closer to the ideal ROC point (top left)
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(@) ROC curves of our method and Reti-
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FIGURE 6

compared to our method, as seen in Figure 6(a). We note
that the ROC of RetinaNet does not extend toward pixel-
level TPR, FPR value of 1 (top right) and discuss this in
Online Appendix C. From the DR curves in Figure 6(b),
we observe that the RetinaNet model achieves a higher
DR at a much lower pixel FPR compared to our algo-
rithm. Further details of the RetinaNet comparison and
visual examples of BB prediction can be found in Online
Appendix C. This concludes our quantitative results.
We next present exemplary results of our methods
covering various scenarios of abnormality occurrence.
The scenarios include abnormalities varying in size,
number, shape, location, orientation, intensity, and tex-
tural patterns. In each case, the abnormal CXRs are
shown along with the ground truth BB annotations
marked around the abnormality in red. The correspond-
ing abnormality maps are presented as heat maps in
the viridis scale,’® where the colors range from purple
to green to yellow, representing increasing intensities.
The higher temperature/intensity regions on the heat
maps (yellow) indicate presence of abnormality and the
lower temperature/intensity regions (green/blue/purple)
indicate the lack thereof. For ease of interpretation, the
regions on the CXR suspicious for pneumonia can be
roughly described as those that appear hazy and lack
sharp boundaries. The abnormality localization would be
considered a success if the corresponding regions on
the abnormality map appear bright with high contrast
compared to the background. By medical convention,
right and left sides are always in reference to the patient.
In the chest radiographs shown, the patient is facing for-
ward. Therefore, the lung on the left side of the image is
the patient’s right lung, and vice versa. Throughout this
manuscript, right and left lungs will always be in refer-
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(b) Detection rates of our method and RetinaNet.

Comparison of performance of our method and state-of-the-art bounding-box-supervised method, RetinaNet
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imreg+identity
(our method)

Abnormal

-

(e) Nodular/patchy abnormality

FIGURE 7

imreg+identity
(our method)

Abnormal

(f) Incomplete imaging (occlusion) and tilt

Examples of abnormality detection on CXRs covering different scenarios of abnormality occurrence. Two examples are

presented for each scenario, with the original CXRs shown on the left (abnormalities marked by bounding boxes shown in red), our method
imreg + identity shown at the center and CAM shown on the right. Note the fulsome response produced by our method compared to CAM,

which is incomplete with many holes

ence to the patient. Finally, it is also important to note
that normal regions such as the heart (oval structure in
the lower chest, left of midline, overlapping with the lower
edge of the left lung), ribs and the diaphragm (along the
lower lung boundary) also appear bright on the CXR and
sometimes have a very similar appearance to pneumo-
nia (see Figure 1). A key goal of the algorithms is to be
able to discern such subtle confounding effects.

Figure 7 shows examples of abnormality maps gen-
erated using our best performing method imreg +
identity and CAM. Figures 7(a) and 7(b) show cases
where pneumonia appears localized to one/two regions

in the lungs. We see that our method produces a
high-intensity response corresponding to those regions,
successfully identifying all the pixels suspected for
pneumonia. In other CXRs, pneumonia appears dif-
fused throughout the lungs. Figure 7(c) shows two such
examples with varying degrees of abnormality (the top
example has a brighter pattern compared to the bot-
tom). The corresponding abnormality maps are bright
across both the lungs, highlighting regions of abnor-
mality successfully. The next three scenarios present
some challenging cases for localization. Although pneu-
monia appears mild (low-intensity values on the CXR)
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in Figure 7(d), it has a nodular/patchy appearance in
Figure 7(e). Figure 7(f) shows cases where the CXR
itself is partially occluded due to incomplete imaging
(top) and tilted (bottom). We see that our method suc-
cessfully highlights the regions of abnormality in every
case. Interestingly, the method also picks up the metal
device in Figure 7(e) (bottom), which we will explore
more in the discussion section. We would also like to
note that our method is able to distinguish normal from
abnormal regions, even in cases where they have very
similar appearances with an almost invisible bound-
ary. Figures 7(a) and 7(c) show two such examples,
where our abnormality maps do not extend into the
diaphragm in the lower lungs, in spite of overlapping
abnormal regions with similar intensities. Similarly, in
Figure 7(b), the abnormality response does not extend
into the heart, beyond the diagonal edge in the lower
left lung. The abnormality maps do not respond to the
ribs in any case. Finally, we observe that CAM also pro-
duces higher intensity response corresponding to the
regions of abnormality. But the key differences from our
method are that the responses are (1) partial, not cover-
ing the abnormality fully and sometimes missing it (e.g.,
Figure 7d); (2) have a fractured appearance, with many
holes and missing regions. Additional results for each of
the above scenarios along with the generated pseudo
normal CXRs can be found in Figures D.1, D.2, and D.3
in Online Appendix D.

Figure 8 presents a detailed comparison of all our
methods. Figure 8(a) shows single-site pneumonia
cases where we see that all our methods respond to
the regions of abnormality successfully, with imreg +
identity producing the most accurate response. Fig-
ure 8(b) shows challenging multisite pneumonia cases,
where the top example has abnormalities of different
sizes (1) diffused across the entire right lung and (2) a
relatively small localized abnormality in the left lung) and
the bottom example has abnormalities that have a nodu-
lar/patchy appearance. We see that the methods with
the additional losses perform better than plain in all the
cases and also pick up the infusion port in the bottom
example. Figure 8(c) shows cases where pneumonia
appears diffused across both the lungs. The top example
is another challenging case where both the lungs appear
bright and homogeneous. As we can see, there is no vis-
ible boundary along the diaphragm at the bottom of the
lungs and a barely visible boundary along the sides of
the lungs. Interestingly, all the methods are still able to
infer anatomical locations and highlight the regions of
abnormality. The bottom example is another interesting
case where the ground truth BB masks do not cover all
the regions of lung opacity (essentially present across
the entirety of both the lungs). Here, all the methods suc-
cessfully highlight abnormal regions beyond the ground
truth BBs, with the best methods producing a response
covering entire lungs. We also see that bboxmask’s
response focuses around the BB mask in the right lung,

MEDICAL PHYSICS——%

missing regions of abnormality outside of it. This is likely
due to the increased effect of the bounding loss in the
absence of other constraints such as image registra-
tion and identity loss. Finally, Figure 8(d) shows some
cases where pneumonia has a nodular and mild appear-
ance. Again, we see the methods with the additional
losses performing better than plain. The bottom exam-
ple has mild lung opacity beyond the regions marked
by the ground truth BBs, which the top performing mod-
els respond well to. From these results, we observe that
imreg, imreg + identity + bboxmask, and imreg +
identity generally produce better abnormality maps
compared to the others, with the later two producing
the most accurate ones. This concludes our qualitative
results.

4 | DISCUSSION

41 | Summary of results

To summarize the results: (1) our GAN-based weakly
supervised approaches are able to identify pixels sus-
picious for pneumonia, with the highest ROC AUC of
0.77, sensitivity of 0.74, specificity of 0.77, accuracy of
0.76, and a DR of 85%, when measured against radi-
ologist annotated BBs; (2) all our approaches outper-
form CAM, a popular state-of-the-art weakly supervised
approach for localizing abnormalities in images; (3) the
performance of the GAN improves as we add additional
prior information/knowledge constraints. For example,
imreg and identity perform better than plain. In par-
ticular, registering images to a common reference space
is an effective prior; (4) the combination of all the weakly
supervised losses, imreg + identity, achieves the
best performance compared to including each of them
individually, potentially capturing complementary infor-
mation.

The better performance of our methods over CAM
can likely be attributed to the ability of GANs to impose
higher order data consistency via the critic function. This
enables modeling the entire image and learning coarse-
to-fine image details accurately, without having to explic-
itly specify the features of interest. The Wasserstein
critic provides a meaningful metric for GAN training that
correlates well with the quality of the generated sam-
ples. Incorporating prior knowledge into the model addi-
tionally helps the GAN focus on the regions of interest
relevant to the problem. In contrast, the CAM output is
incomplete and noisy. This is likely due to the classifier
focusing only on the most important local features of
the image that are useful for the classification task, while
ignoring the others.

We want to emphasize the weakly supervised nature
of our methods, not requiring any location annotations
such as BBs/segmentations for training.
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Abnormal plain

(d) Nodular abnormality; challenging cases

FIGURE 8 Comparison of all our methods for different abnormality scenarios. Note that imreg, imreg + identity + bboxmask,and
imreg + identity generally produce superior responses compared to others, with the later two (last two columns) producing the best

4.2 | Comparison to BB supervision

It is interesting to note that the BB supervised
approaches, bboxmask and imreg + identity +
bboxmask, seemingly do not perform better than the
best weakly supervised model, imreg + identity.
bboxmask does better than plain, but worse than imreg

+ identity. imreg + identity + bboxmask and
imreg + identity have equivalent performances, with
the former doing slightly better in some cases (e.g., it
produces a marginally better (fuller) response to the
abnormal regions in Figures 8a [bottom example], 8(b),
and 8(d) [top example]). This suggests that the incorpo-
rated knowledge constraints, that is, registering images
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(b) Bounding box supervision overestimates

FIGURE 9 Effect of bounding box supervision. Notice that imreg
+ identity + bboxmask produces a slightly better abnormality map
than imreg + identity in (a), whereas the opposite is true in (b)

to a common reference space, identity mapping for
normal cases, and other losses, may already be con-
straining the GAN enough to respond to only regions
of abnormality, which otherwise require training with BB
supervision. Although this observation requires further
validation, there are some possible explanations: (1)
although the BBs help the GAN focus on the regions of
abnormality (e.g., in Figure 9a, imreg + identity +
bboxmask responds better to the abnormality compared
to imreg + identity), the BBs do not always cover
the abnormality exactly; some of the BBs overestimate
abnormal regions, causing the algorithms to overes-
timate as well. For example, in Figure 9(b), the BB
extends across the entire left lung and beyond, with
imreg + identity + bboxmask responding to even
normal regions in the top part of the left lung. imreg +
identity correctly identifies only the amorphous region
at the bottom of the left lung. Another example is
the bottom case of Figure 8(c), where we see that
the entire right lung has an amorphous appearance,
whereas the BB annotation covers only a small region.
bboxmask responds only to the BB region, missing
the upper lung, while imreg + identity responds
to the entire lung; (2) we implemented one way of
incorporating BB supervision and have optimized its
relative importance/weight. There may be room for
improvement here, enabling better utilization of BB

supervision.

We also note that comparison to the RetinaNet model
in Figure 6 alludes to the current gap that exists between
our weakly supervised algorithm and a state-of-the-art
BB-supervised algorithm. We hope that this gap can be
improved in the future.

MEDICAL PHYSICS——<

4.3 | Metal device detection

Another interesting feature of our methods is their abil-
ity to detect metal devices in CXRs. Figure 10(a) shows
three examples, where the CXR on the left has an infu-
sion port, the middle has ECG leads (tiny wires in either
lung; these are external to the patient, placed on the
skin), and the right has a pacemaker. We see that all
of them are highlighted well in the abnormality maps,
including the wires of the pace maker and the ECG
leads that are only a few pixels wide. We attribute this
to the relatively stronger intensity of metal devices com-
pared to the background, which are picked up by the
GAN. Figure 10(b) shows two examples of normal CXRs
with no abnormality (see Figure D.4 in Online Appendix
D for more examples). We see that the method produces
a minimal response with no particular region highlighted.
Finally, Figure 10(c) shows a case where the method
successfully highlights all three distinct localized regions
of abnormality.

We performed additional analysis to assess the effect
of image resolution, dependence on data set size, loss
functions to encourage spatial localization in the pre-
dicted abnormality maps, and different methods for
incorporating BB supervision. Please refer to Online
Appendix E for details.

4.4 | Failure cases and limitations

Although our methods achieve compelling results in
many cases, they are far from uniformly successful. Fig-
ure 11 presents examples of common scenarios where
the predicted abnormality maps differ from the ground
truth BBs. Figure 11(a) shows false positives, where
our method highlights regions outside the BBs as well.
Some of these regions have mild opacity (e.g., upper
lungs in the top example, by the heart in the middle
example, etc.), whereas others are just errors made by
the algorithm. A relatively common error is to highlight
the lower lung and diaphragm boundary, even when
there is no abnormality (e.g., lower right lung in the
bottom example of Figure 11a). We believe the rea-
son for this to lie in the varying shapes of normal
lungs due to different breathing phases and variabil-
ity across patients. Figure 11(b) shows common false
negative scenarios. The top example is a challenging
case, where the entire left lung is bright with no dis-
cernible lung boundary. Although the method detects the
upper lung, it completely misses the lower part due to
lack of any structure/recognizable pattern. The middle
example is another case where the method appears to
identify the abnormal pixels correctly whereas the BBs
overestimate the abnormality, extending into normal lung
regions. In the bottom example, the method appears
to identify the amorphous regions not included in the

85U801 SUOWLLIOD aA1Ia.D) 3|qeot(dde ays Aq peuenob a1e ssoile VO ‘8sN JO Sa|nJ o Akeiq18UIjUQ AB|IA UO (SUOTHPUOD-PUE-SWBILI0O" A3 1M ALeiq Ul |UO//:SdNy) SUONIPUOD pue sWs | 841 88S *[£202/60/20] U0 Akiqiauljuo A1 ‘uebuidn L BiseAIuN S| preyeqd Ag S8TST dw/Z00T 0T/10p/uoo A3 1m Aeiq puljuo widee//sdny Wwoj pspeojumod ‘TT ‘T20Z ‘602rELYE



WEAKLY SUPERVISED PNEUMONIA LOCALIZATION

™% | \MEDICAL PHYSICS

(a) Metal device detection

FIGURE 10

(c) Three site

(b) Normal lungs abnormality

Examples of metal device detection, response to normal lungs, and a three site abnormality. The CXRs are shown in the top

row and the corresponding abnormality shown in the bottom. Notice that in (a), the method successfully highlights the infusion port (left), ECG
leads (center), and pacemaker (right), including the tiny wires. There is no region highlighted in (b) and all three regions highlighted in (c), as

expected

(a) False positive detection

FIGURE 11

BBs correctly, but misses the BB region itself. These
examples illustrate the challenges in automatically inter-
preting CXRs due to complex anatomical variability,
particularly in important rare cases. Finally, Figure 11(c)
presents some examples where the method does seem-
ingly better than ground truth BBs by successfully iden-
tifying regions of opacity that were not included by
the BBs.

Although the quantitative results are very encourag-
ing, there is room for improvement, particularly in the
F4 score. These again allude to the challenges in inter-
preting CXRs mentioned in the introduction. But we

(b) False negatives detection

(c) Better than ground truth

Examples of cases where the results differ from ground truth

also would like to note that: (1) the ground truth BBs
in our data set were not always accurate and some
of the false positives/negatives were actually found to
be valid detections as seen above; we believe one of
the reasons for this to be the web-based annotation
tool used by the radiologists, which likely allows mark-
ing regions only using rectangular boxes as opposed to
irregular shapes that can cover the abnormality exactly;
(2) our validation compares pixel-level predictions with
BB ground truth, which is not ideal. This points to the
lack of detailed pixel-level annotations in the field; (3)
many studies have reported significant variability among
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radiologists in interpreting CXRs.”"-"? This may be caus-
ing variability in the ground truth (BB annotations and
normal/abnormal image class), possibly confounding
algorithmic detection/evaluation; and lastly, (4) inter-
preting pneumonia from CXRs alone is a hard prob-
lem; when available, radiologists compare CXRs of the
patients from different time points, along with clinical
symptoms, vital signs, history, and laboratory exam to
make a successful diagnosis.

4.5 | Clinical impact

Our methodology for abnormality localization could have
broader reaching clinical implications for medical imag-
ing diagnostics. Radiologists spend years training their
visual memory to understand anatomy and physiology,
and distinguish normal from abnormal. The method-
ology of this study, using GANs, attempts a similar
approach and is able to bring the abnormal regions to
attention. Specifically, chest radiograph interpretation is
one of the harder tasks in radiology. Such an algorithm
can have several benefits. First, there is potential for it to
serve as a screening tool, aiding interpretation of scans.
In a busy practice, radiologists may be asked to inter-
pret hundreds of CXRs every day. This tool may help
radiologists to focus more attention on the abnormal
CXRs, potentially helping to improve the timeliness and
accuracy of CXR reports. Second, it can serve to aug-
ment the training of radiology residents who are train-
ing their visual memory of chest imaging. We would
like to note here that the algorithm presented in this
paper was trained to detect variations from a “normal”
class of images. Indeed, such variations may include
not only pneumonia, but any other finding outside of
what is seen in a CXR performed on a healthy, normal
individual, for example, metal implantable devices, and
even postsurgical findings. At this time, a reasonable first
step toward clinical implementation could be for the radi-
ological community to use this tool as a guide to sup-
plement their own independent reads of a CXR. The
detected abnormalities could undergo review by a radi-
ologist, with the final decision remaining in their con-
trol. Lastly, using appropriate data, the model can be
trained to detect other abnormalities in CXRs. More gen-
erally, the technique can be extended to create algo-
rithms capable of detecting and characterizing other dis-
eases in different anatomical regions.

4.6 | Directions for future work

Based on the above results and discussion, we list
some possible avenues for further exploration: (1) com-
bining deformable image registration techniques with
the GAN model for accurately learning the anatomi-
cal variability and localizing abnormality; (2) incorporat-

MEDICAL PHYSICS——%

ing additional prior information such as organ models
(e.g., lung) and constraints based on the textural/spatial
characteristics of the disease; (3) creating pixel-level
ground truth for accurate evaluation of localization tech-
niques; and (4) extending our approach to other lung
abnormalities such as pneumothorax, emphysema, and
COVID-19.

5 | CONCLUSION

In this paper, we presented GAN-based weakly super-
vised approaches for localizing pneumonia on standard
CXRs. Our approaches do not require expensive loca-
tion annotations such as BBs/segmentations for train-
ing and produce pixel-wise abnormality maps at the
same resolution as the input abnormal CXR. We evalu-
ated our approaches on a large set of CXRs from the
open-source RSNA pneumonia detection challenge®
consisting of abnormalities differing in size, shape, loca-
tion, orientation, number, intensity, and textural patterns.
Quantitative and qualitative results show the ability of
our approaches to localize abnormality, even in chal-
lenging scenarios of abnormality occurrence. Addition-
ally incorporating prior knowledge/constraints into the
model was observed to help improve localization perfor-
mance. We also showed that our approaches produce
abnormality maps that are superior to CAMs. Finally, we
discussed discrepancy from ground truth BBs, detec-
tion in special cases with metal devices and avenues
for improvement.
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