


Contextual Multidimensional Relevance Models

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,

op gezag van de Rector Magnificus prof. ir. K. C. A. M. Luyben,
voorzitter van het College voor Promoties,

in het openbaar te verdedigen op dinsdag 14 oktober 2014 om 10:00 uur

door

Carsten EICKHOFF

informaticus
geboren te Twistringen, Duitsland.



Dit proefschrift is goedgekeurd door de promotor:

Prof. dr. ir. A. P. de Vries

Samenstelling promotiecommissie:

Rector Magnificus, voorzitter
Prof. dr. ir. A. P. de Vries, Technische Universiteit Delft, CWI, promotor
Prof. dr. K. Collins-Thompson, University of Michigan
Prof. dr. ir. W. Kraaij Radboud Universiteit Nijmegen, TNO
Dr. M. Lalmas Yahoo Labs London
Prof. dr. F. M. G. de Jong Universiteit Twente, Erasmus Universiteit Rotterdam
Prof. dr. C. M. Jonker Technische Universiteit Delft
Dr. L. Aroyo Vrije Universiteit Amsterdam
Prof. dr. A. Hanjalic, Technische Universiteit Delft, reservelid

SIKS Dissertation Series No. 2014-42
The research reported in this thesis has been carried out under the auspices of SIKS, the
Dutch Research School for Information and Knowledge Systems.

Keywords: Information Retrieval, Relevance Modelling

Printed by: PrintEnBind.nl

Front & Back: Esther Smit

Copyright © 2014 by C. Eickhoff

ISBN 978-0-692-30796-0

An electronic version of this dissertation is available at
http://repository.tudelft.nl/.

http://repository.tudelft.nl/


To Esther





Contents

I Motivation 1

1 Introduction 3

2 Relevance in Personal Context 11
2.1 Children as information seekers – A case study . . . . . . . . . . . . . . . 12
2.2 Predicting children’s Web search success . . . . . . . . . . . . . . . . . . 21
2.3 Designing interfaces for young searchers . . . . . . . . . . . . . . . . . . 26
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Relevance in Situational Context 39
3.1 Designing human-readable user profiles . . . . . . . . . . . . . . . . . . 43
3.2 Data Exploration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Identifying atypical sessions . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Retrieval experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

II Relevance Measures 63

4 Automatic Estimation of Relevance 65
4.1 Content-based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2 Interaction-based Methods . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3 Combined Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5 Human Computation for Relevance Estimation 105
5.1 Crowdsourcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.1.1 Task-dependent Evaluation . . . . . . . . . . . . . . . . . . . . . 112
5.2 Gamification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

III Multivariate Relevance 141

6 Probabilistic Multivariate Relevance Modelling 143
6.1 Copulas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2 Relevance Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.3 Score Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.4 When to use copulas? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.5 Nested copulas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.5.1 Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.5.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

V



VI Contents

6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

7 Conclusion 167

Summary 171

Samenvatting 173

Acknowledgements 175

List of Publications 177

Curriculum Vitæ 181

Bibliography 182

SIKS Dissertation Series 201



I
Motivation

1





1
Introduction

Space is big.
You just won’t believe how vastly, hugely, mind-bogglingly big it is.

I mean, you may think it’s a long way down the road to the chemist’s,
but that’s just peanuts to space.

-Douglas Adams, Author

Finding a small number of desired documents1 in a large collection has always been
a challenging task. Some even like to compare it to the metaphorical search for nee-
dles in a haystack. In my high school days, the local library held 14,000 volumes and the
main way of finding anything was asking the librarian, who had her ways of divining the
whereabouts of a desired book. As we turn to larger collections, such as the university
library in Delft with more than 800,000 titles, or the British Library that boasts a cata-
logue of more than 15 million items, approaches that require domain knowledge and
involve indirections via search experts become less attractive. Over the last decades, the
Internet has developed into a document collection the dimensions of which easily dwarf
the haystack comparison with size estimates ranging between 15 and 60 billion publicly
accessible Web pages.

Search engines enable users to efficiently search and browse through their collec-
tions by specifying information needs in the form of a query. Queries can take very

1 In the course of this dissertation, we will frequently encounter the notion of documents. In an information
retrieval context, we will adopt a very wide definition of the term and consider it to be any kind of media item,
e.g., books, Web sites, images, videos, or, music tracks, to name a few.
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different forms, including boolean expressions, concrete document examples, or, se-
quences of keywords. Search engines measure the expected utility of documents, their
so-called relevance. They try to highlight those documents that have the highest esti-
mated likelihood of satisfying the user’s information need (i.e., the most relevant ones).
For most collections and search settings, this estimation step is much more complex
than simple pattern matching between queries and documents. Hardly any user can be
expected to precisely know the exact documents they are searching for at query formu-
lation time. According to Belkin [26], this so-called anomalous state of knowledge (ASK)
requires users to envision and describe relevant documents without knowing the full
range of available information. In this particular setting, relevance models have to ac-
count for a considerable degree of uncertainty in the user-provided query and carefully
interpret the available sources of evidence.

Over the decades, numerous definitions of relevance have been described in the lit-
erature, e.g., by Bates [25], Mizzaro [154], or Borlund [37]. Considerable effort has been
dedicated to creating consistent and universally applicable descriptions of relevance in
the form of relevance frameworks. Examples of such frameworks are given by [184],
[185], [190], [90], [154], and [37].

Across these various formal systems, a wide range of criteria indicating document
relevance has been identified. Topicality is the single most frequently encountered rank-
ing criterion that, in informal usage, especially in related domains, has often been used
as a synonym for relevance. It expresses a document’s topical overlap with the user’s in-
formation need. For textual resources, it is often estimated based on term co-occurrences
between query and document. There are however a significant number of further note-
worthy relevance dimensions. Prominent specimen as for example compiled by [189]
and [168] are:

Recency determines how timely and up to date the document is. Outdated information
may have become invalid over time.

Availability expresses how easy it is to obtain the document. Users might not want to
invest more than a threshold amount of resources (e.g., disk space, downloading
time or money) to get the document.

Readability describes the document’s readability and understandability. A document
with a high topical relevance towards a given information need can become irrel-
evant if the user is not able to extract the desired information from it.

Credibility contains criteria such as the document author’s expertise, the publication’s
reputation and the document’s general trustworthiness.

Novelty describes the document’s contribution to satisfying an information need with
respect to the user’s context. E.g., previous search results or general knowledge
about the domain.

It is evident that these criteria can have very different scopes. Some of them are static
characteristics of the document or the author, others depend on the concrete informa-
tion need at hand or even the user’s search context. Many of the previously introduced
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frameworks describe inherently multivariate representations of relevance, accounting
for the complex and volatile nature of relevance. As the variety of information services,
offered for example on the Internet, grows, the need for highly specialised retrieval mod-
els with concisely tailored relevance estimation schemes arises. The one-search-fits-all
paradigm loses more and more of its viability.

We can find a wide range of empirical studies investigating the distribution, nature
and dynamics of relevance and how people assess it. Examples include: [168], [24], [229],
[218], [187], and, [240]. These studies unanimously describe relevance as a composite
notion, agreeing with [76]’s fundamental finding that topicality on its own is not suffi-
cient to reliably judge document relevance.

The growing importance of multivariate notions of relevance is also reflected in the
retrieval model literature where we find numerous examples of applied multidimen-
sional frameworks, including [55], [221], [200], [117], and, [56].

Employing multivariate notions of relevance into the retrieval process has shown two
distinct advantages over conflated univariate notions: Lavrenko and Croft [126] report
consistently better performance as a consequence of explicitly modelling the IR process
and the involved decision criteria. Nallapati [160] notes greater trust in, and more in-
tuitive usability of systems that explicitly model the variety of criteria humans consider
when assessing document relevance.

A recently established alternative way of catering for multi-dimensional models is
given by the learning to rank (L2R) family. This data-driven class of approaches learns
a ranking model based on a, typically large, number of shallow document, session and
user features, as well as annotated historic interaction data as for example presented by
[41], [136], and, [176]. While industrial applications often rely on learning-based meth-
ods in order to harness the considerable power of their massive amounts of usage data,
they largely remain empirical ”black boxes“. Formal models for IR, on the other hand,
compute the probability of relevance of a document towards a query and rank results
accordingly [181]. Models that formally combine multiple relevance dimensions may be
more valuable for human interpretation. In this work, we will employ large-scale data-
driven methods for estimating concrete model parameters but will ultimately rely on a
well-grounded formal modelling of the probability of relevance.

This dissertation strives to answer three high-level research questions, each of which
is comprised of a number of auxiliary insights and studies:

Q1: How is relevance influenced by subjective and situational factors? To highlight
the subjective nature of relevance, we will investigate in a concrete example, (a) if
and how the search behaviour of individual user groups differs, and (b) whether
search success can be predicted as a function of search behaviour. Subsequently,
we will turn to studying situational relevance by researching (c) whether there
is evidence for situational influence on relevance and behaviour, and, how such
cases can be identified. Finally, (d) we are interested in which way we can still
make use of previously collected usage and profile information to improve atypi-
cal search sessions.

Q2: How to estimate individual relevance dimensions? Numerous alternative ways of
achieving this have been proposed and we will visit several prominent examples.
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We investigate the use of fully automatic estimation schemes (a) based on docu-
ment content or (b) traces of user interaction with the content. As a stark contrast,
we demonstrate the use of human computation to show (c) how relevance estima-
tion can be crowdsourced explicitly, or, (d) implicitly in the form of games.

Q3: How to obtain a single probability of relevance? We will investigate copulas, an
example of a robust framework for multivariate probability estimates with com-
plex interdependencies. In particular, we will research (a) how copulas compare
to established multidimensional relevance frameworks, (b) we will demonstrate
how the merit of using copulas can be predicted based on a number of properties
of the concrete retrieval scenario at hand. Finally, (c) we will investigate the per-
formance of copulas for the task of score fusion and how robust their fused scores
are to low-quality outliers.

The research presented in this thesis was partially conducted within the European
Commission’s FP7 project PuppyIR. The project’s objective is to investigate and develop
child-friendly means of information access. Children are not exempt from the growing
ubiquity of electronic information systems, but they are often at a disadvantage as sys-
tems tend to be designed with the specific interests, needs, cognitive and motor skills of
adults in mind. Employing a wide array of techniques from the domains of information
retrieval, data mining and natural language processing, the project delivered an open
source library that allows for the creation of age-appropriate, flexible and easily main-
tainable search services for children2. The implications and insights drawn throughout
the following chapters aspire to demonstrate generality and applicability across a wide
number of tasks, information types and settings. However, a number of concrete ex-
amples (in particular in Chapters 2 and 4-6) will derive from the domain of information
services dedicated to an audience of very young users.

This dissertation is organized in three parts. In this first part, we motivate the chal-
lenge of representing document relevance as a contextual, multidimensional property.
To this end, earlier in this chapter, we briefly revisited an introductory overview of theo-
retical relevance frameworks and real world industry-scale solutions, and discussed their
ability to capture the notion of multidimensional relevance. Chapter 2 underlines the
subjective nature of relevance by showing how preferences and requirements towards
an information system differ fundamentally across individual users and user groups. To
give a concrete example, we discuss information services for children and their use in
classroom or hospital settings. In Chapter 3, we expand the search context beyond the
user model and include situational influences on document relevance. We show that
even for the same searcher, relevance can strongly depend on the context in which the
search was performed.

The first step towards a contextual multivariate relevance model is to estimate the
contextual constituents that, in combination, describe the overall relevance of a docu-
ment towards a query. In Part 2 of this thesis, we discuss two major classes of relevance
estimation schemes: Chapter 4 describes automatic estimation methods based on doc-
ument content and user activity. In Chapter 5, we turn to the use of human computa-

2 More information about PuppyIR can be found on the project Web page (http://www.puppyir.eu) as well as
on Sourceforge (http://sourceforge.net/projects/puppyir/)

http://www.puppyir.eu
http://sourceforge.net/projects/puppyir/
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tion, either explicitly in the form of crowdsourcing assignments, or implicitly by means
of gamified tasks, for relevance estimation.

The third and final part of the thesis takes over the previously estimated relevance
scores and combines them into a single, univariate probability of relevance according
to which we will rank results. To this end, Chapter 6 introduces copulas, a probabilistic
framework which allows for convenient estimation of joint relevance distributions from
their individual marginals. The validity of the method is demonstrated for both, direct
estimation of relevance as well as score fusion from multiple independent rankings.
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2
Relevance in Personal Context

Everything we hear is an opinion, not a fact.
Everything we see is a perspective, not the truth.

-Marcus Aurelius, Emperor

People, quite naturally, are different. Individual preferences and tastes let us favour
certain books, pieces of music, TV programmes, etc. over others. While, in some do-
mains, we can find a broad consensus on what makes quality, in others, the field is more
diverse. Document relevance makes no exception to this rule. In the previous chapter,
we discussed a range of multi-dimensional relevance frameworks that were introduced
in the literature. Many of them include aspects that reflect the user’s personal context
in order to better adjust document selection to the searcher’s individual preferences and
needs. In this chapter, we will try to understand subjective properties of relevance that
vary between individual users and groups of users. As a concrete example, we will ad-
dress the use case of very young searchers whose cognitive and motor skills, as well as
their behaviour when interacting with technology is very different from those of adult
users.

Over the previous decades, children have been growing considerably more acquainted
with technologies such as computers and the Internet. This trend can be observed across
all age levels, starting with children as young as 3-5 years. As a consequence, the age
of first contact with said technologies is decreasing while the overall time spent using
Web-based information systems rises significantly. According to the EU Kids on-line
report [139], 83% of European children in the age of 6 to 10 and 96% of the 11 to 14 year-

11
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olds use the Internet at least on a weekly basis. Similar figures are reported by national
counterparts in countries such as for example the UK [163] or Germany [58].

This new media-centric development is reflected in modern school curricula that
encourage and support children, already at very young ages, in their use of computers.
In this way, schools aim to prepare children for dramatic changes in skillsets demanded
by both society and the labour market. Most prominently, Web information search has
nowadays become an integral part of the preparation phase of essay writing or the cre-
ation of classroom presentations.

Popular Web search engines such as Google, Bing, Yandex and their various com-
petitors, however, are designed with the needs and capabilities of adult users in mind.
Needless to say, this assumption is not always correct when catering for an audience
of 10 year-olds. We will dedicate the first part of this chapter to understanding the dif-
ferences between adult and child searchers as an example of the subjective nature of
relevance, before detailing two potential solutions for supporting young searchers.

2.1. Children as information seekers – A case study
In the literature, we can find a wide range of work dedicated to general models of in-
formation seeking. In one of the early studies on human search behaviour, Saracevic
and Kantor [186] conducted a qualitative survey in which 40 participants were inter-
viewed concerning their search habits. The authors tested a number of hypotheses of
human information search, finding significant differences between individual searchers
in terms of search behaviour, preferences and strategies even for identical information
needs. In a later study, Kuhlthau [118] revisits the information search process from a
user perspective, arguing for the necessity of users understanding IR systems in order to
interact with them faithfully. According to the author’s proposed model, this hypothesis
is confirmed in a user survey. In their survey article, Belkin and Croft [27] establish a
close relationship between information retrieval and information filtering. The latter of
the two is crucially required to be user aware in order to provide suitability of retrieved
results given the user’s context and information need. Marchionini [147] describes the
information seeking process as constructed of 3 partially parallel phases. Each search
starts with the user understanding their information need. Followed by planning and
executing the query and a subsequent evaluation and use of the returned results. Choo
et al. [50] incorporated the search session’s driving motivation into the model, finding it
to have clear influence on the observed search strategies such as undirected browsing
or targeted searching. In 2005, Ingwersen and Järvelin [101] highlighted the importance
of searcher context for models of information seeking. In a dedicated cognitive model,
they establish various levels on which context crucially influences search processes. A
particular aspect of information seeking models that was recently highlighted is con-
cerned with the notion of search success. Several studies, including [242] and [146],
define search success as the rate of search sessions that result in satisfying the user’s
information need. Stronge et al. [209] relate a user’s search strategies to their likelihood
of search success in Web search.

Given the dramatic changes and developments that children undergo on their way to
adulthood physically, emotionally and cognitively, it makes intuitive sense to demand a
dedicated formal framework of children’s information seeking. Shenton and Dixon [195]



2.1. Children as information seekers – A case study

2

13

present a range of seeking models developed based on empirical survey results among
children in the age of 4 to 18. Their grounded model of information seeking via the In-
ternet consists of 11 different actions or influences. Before the start of the actual search
process, a multi-step framework accounts for factors such as the origin of the informa-
tion need, the directness of use or the place of information access. While most of these
factors are generic enough to apply to adult seekers as well, some aspects are specific
to children only. Examples include the degree of parental support during the search or
whether the information need is related to school. Bilal et al. [34] presented a study
of Arabic children’s interaction with a digital library system. Based on their search be-
haviour on the International Children’s Digital Library (ICDL)1, a Web interface that in-
troduces children to various cultures with books, she formulated an alternative model
of children’s information seeking. Her model is centred around three fundamental con-
cepts:

Browsing. A child scans the list of book thumbnails and moves to the next page with
thumbnails.

Backtracking. A child uses the back arrows of ICDL or the back button of their browser
to return to an earlier stage of their search.

Navigating. A child uses the ICDL’s functionality for page-internal navigation such as
zooming in on particular page aspects.

A number of particular challenges are frequently reported to frustrate young searchers
and prevent them from achieving search success. (A) Moore and St George [158] report
query formulation as difficult due to insufficiently-developed writing skills and small
active vocabularies. (B) Borgman et al. [36] note that identifying relevant organic search
results often overwhelms children as they struggle to judge which results will satisfy their
information needs. (C) Finally, Large et al. [124] found the overall number of results pre-
sented by a typical Web search engine to impose a high cognitive load on children that
often leads to confusion. Bilal [32] investigated the search success rates of children using
Yahoo!’s child-oriented platform Yahooligans2. Later in this chapter, our user survey will
employ search success as a key surrogate for determining children’s need for assistance
with information search assignments in school settings.

An important line of related work central to our case study is led by Allison Druin.
In a pilot study, she and her colleagues investigate how children of an age between 7
and 11 years old search the Internet using keyword interfaces at home [64]. The study
highlights a number of barriers that hinder children from successfully searching the Web
using technologies designed for adult users. The particular challenges include spelling,
typing, query formulation and deciphering results. In a subsequent qualitative home
study among 83 US children, [63] establish a taxonomy of young searchers. After an
initial interview, children were encouraged to search for information using a Web search
engine of their choice. Qualitative analyses revealed a number of characteristics that
motivated a framework of the following 7 searcher roles:

1 http://www.childrenslibrary.org
2 At a later stage, the platform was rebranded and is now known as Yahoo! Kids (http://kids.yahoo.com)

http://www.childrenslibrary.org
http://kids.yahoo.com
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Developing searchers tend to use natural language queries, “asking" the search engine
questions. They are able to complete simple queries, but have trouble with com-
plex ones.

Domain-specific searchers limit searches to finding content specific to a domain of
personal interest. They repeatedly return to a small number of specific Websites
which they have accepted as authoritative or informative.

Power searchers display advanced search skills and are able to use keywords instead of
natural language in the query formulation step. They do not suffer from break-
downs and are able to solve more complex search assignments.

Non-motivated searchers are not persistent when searching. They lack motivation to
find alternative problem solutions or query reformulations and easily give up after
set-backs.

Distracted searchers have trouble staying focused on the current search task. They fre-
quently side track into investigating other information needs and are easily dis-
tracted by external stimuli.

Visual searchers guide their information search along visual clues. They often start
search sessions from image and video search engines, identifying visual concepts
relevant to their assignment.

Rule-bound searchers follow a strict set of rules from which they are not easily able to
deviate.

Motivated by this role framework, we have conducted a user study with 29 chil-
dren from different grade-levels at the Dutch elementary school “De Kroevendonk" in
Roosendaal in the Netherlands. Children ranging from 8-12 years of age are particu-
larly interesting for Web search experiments, as they already have well-developed read-
ing skills, while still displaying significantly different behaviour from adult searchers [3,
65]. The experiment was carried out during regular school hours with informed consent
by the students’ legal guardians and conforming to the Dutch and European Data Pro-
tection Acts [129, 128, 130]. To introduce the researcher as well as the research goal to
the children and to make them comfortable with the experiment, we gave an explana-
tory presentation in all participating classes with the possibility for asking questions.

The sessions of 5 participants were collected in a pilot run used to refine the exper-
iment set-up. This leaves 24 participants in the final data collection. Figure 2.1 shows
key properties such as age, gender or class distribution of the participants. We could
observe a generally high degree of computer skills, with the majority of participants re-
porting regular computer and Internet contacts.

Experimental set-up
To limit external distractions, experiments were conducted in a separate room in the
school building and children were individually participating while their peers would
continue with regular classroom activities. One researcher was always present during
the experiment to take notes as well as to assist if the child had questions concerning the
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general experiment. The research did not interfere with or comment on the search pro-
cesses. A browser-based survey system guided the participant through the experiment.
After a brief introduction, we asked three initial questions about well-being and prior
experience:

“How do you like participating in this study?”

“How often do you use a computer?”

“How often do you use the Internet?”

After this collection of personal background information, the actual search tasks
started. We use three types of questions: (a) Factual questions can be answered with
a single sentence. Tasks like this can typically be answered with a single query. (b)
Open-ended questions express exploratory information needs that aim towards acquir-
ing broad knowledge about a given topic. (c) Multi-step questions require advanced rea-
soning to combine information acquired over multiple queries in a session. To create an
initial feeling of success and to enable the participant to adjust to the search interface,
we started with a simple fact-based question, before moving on to the actual search as-
signments (one per question type).

“What do whales eat?” (a)

“How many brothers and sisters does Queen Beatrix have?” (a)

“What can you find out about the first car ever built? Write down some facts about it.” (b)

“Which day of the week is the birthday of the Dutch prime minister in 2011?” (c)

The questions were shown one by one. Only after answering the current assignment,
the next one would be made available. After completing the experiment the researcher
asked about the participant’s opinion on the questions and how she or he liked the over-
all experience. To prevent frustration in the case of struggling searchers who could not
find an answer to a question, we introduced a time limit to the tasks. For the first two
questions the participants had 6 minutes each, for the second one 8 minutes and for
the last one 10 minutes. After this time, the researcher ended the task and encouraged
the participant to move on to the next step. The default search engine shown in the
survey interface was Google which [63] previously reported to be popular among young
searchers. We did, however, not restrict the use of other search facilities. After they com-
pleted the final search task, participants were once more asked to indicate how much
they enjoyed the experiment, before they were guided back to the classroom.

Data collection
Besides the qualitative observations made by the researcher who takes notes on physical
signals of motivation, confidence and immersion, we exploit a range of additional data
sources in order to accurately capture relevant session properties. To facilitate manual
annotation of search sessions, we used CamStudio 2.0, an open source screen capturing
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software3 to be able to revisit all screen activity in the form of video files. Additionally,
to create a more machine-readable representation of search sessions, we employed a
Firefox add-on, the HCI Browser [45]. This program can be used to log HTTP requests,
mouse movements, keyboard input and click data. Instead of logging events on page
level by injecting javascript as is done by popular tools such as Usaproxy [20], this add-
on makes it possible to log every action within the browser. Consequently, we can also
capture signals as for example the use of the browser’s back button that would otherwise
have eluded recording. Figure 2.2 shows an example of the data recorded by the HCI
Browser.

3 http://camstudio.org

http://camstudio.org
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Data analysis
The previously described user study leaves us with a collection of 96 search sessions (4
per unique participant). For each session, we assigned 2 types of labels: (1) A role label,
following [63]’s categorization. (2) A binary search success label, indicating whether the
participant could find a valid answer to the task. The decisions were based on the qual-
itative notes taken during the search session as well as the screen recordings of the full
sessions. We conduct our annotation on session-level rather than user-level to account
for individual preferences and abilities for solving different task types. Each session was
independently labelled by 2 researchers. As a measure of task feasibility and annota-
tion reliability, we investigate inter-annotator agreement. An overall share of 82% of all
sessions received identical labels by both annotators. Table 2.1 shows task-level agree-
ment ratios and Cohen’s κ scores. We can observe an interesting tendency of task 1 and
4 agreements being significantly higher than those for tasks 2 and 3. The tasks were de-
signed and ordered by increasing difficulty. This initial overview suggests that very easy
or difficult tasks are more beneficial for determining role affiliations. We will take this
intuition as one of our hypotheses for later design and evaluation of our automatic clas-
sification scheme. To obtain final judgements, the annotators discussed all instances of
disagreement, arriving at consensus labels for each.

Table 2.1: Inter-annotator agreement per task.

Task Agreement κ

1 0.92 0.83
2 0.71 0.45
3 0.75 0.57
4 0.96 0.92

Table 2.2 shows the distribution of roles in our and Druin et al.’s work [63]. The de-
veloping and power searcher roles were found to be dominant in the present data set.
All other roles could at most be observed sporadically. The developing role was already
frequent in the 2010 study, but many other roles follow significantly different frequency
distributions. We see the reason for this difference in the changed setting between in-
formation search at home and search assignments in a school setting. Due to the more
formal environment, phenomena such as non-motivated searchers are intuitively less
likely. Both our and Druin’s studies find a strong correlation between the participants’
age and their likelihood of being a power searcher. An even stronger connection could
be found between the participants’ school grade and their power searcher status. De-
spite the correlation between age and school grade, formal school education seems to
explain advanced search proficiency better than mere age.

To give further insight into the effect of prior experience in information search and
general computing on search success and power searcher status, we analysed this rela-
tionship more deeply. There was no substantial correlation between the participants’
background credentials such as their gender or their self-reported computer and Inter-
net experience and their role affiliations and search success. This finding supports our
claim that dedicated support and training are valuable even for children who are prac-
tised computer users.
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Table 2.2: Search role distribution as observed in our school study and Druin et al.’s home setting.

Role School Home

Developing searcher 48% 43%
Domain-specific searcher 0% 21%

Power searcher 47% 12%
Non-motivated searcher 2% 9%

Distracted searcher 0% 6%
Visual searcher 3% 5%

Rule-bound searcher 0% 4%

In addition to the previously-discussed questions on personal background, we asked
each participant about their emotional state before and after participating in the exper-
iment. The questions offered a 5-point scale ranging from “I really do/did not want to
participate.” to “I really like/liked to participate.”. Based on the findings of Yusoff et
al. [244], the answers were supported by a smiley-scale that visually underlined emo-
tional states. The concrete scale used is depicted in Figure 2.3. Table 2.3 shows the emo-
tional state before and after participating in the experiment.

In the majority of sessions, the emotional state changed during the course of the ex-
periment. In order to further understand this observation, we define δe as the number of
categories by which a participant’s emotional state changed before and after the experi-
ment. A negative number indicates a drop in motivation while a positive number repre-
sents gains in well-being. We can find a mild correlation between δe and a participant’s
success rate (ρ = 0.43), and their likelihood of being power searcher (ρ = 0.31). This
underlines the assumption, that search failures can have a frustrating effect on young
searchers and may even prevent them from indulging in future searches. This empha-
sises the importance of appropriate search support at this stage of a child’s development.

Figure 2.3: Smiley scale.

Table 2.3: Development of participant motivation before (rows) and after (columns) the experiment.

1 2 3 4 5

1 - - - - -
2 - - - - -
3 - - 1 1 2
4 - - 4 8 3
5 - - - 3 2
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2.2. Predicting children’s Web search success
Previously, we saw that, both in the literature as well as a dedicated study among ele-
mentary school students, children face significant challenges when using Web search
engines designed for adults. This scenario is especially relevant in the school setting.

When guiding classroom assignments involving Web information search, elemen-
tary school teachers have to supervise groups of 20 - 30 children who are each, individ-
ually, searching the Internet, at the same time. A particular challenge lies in the fact that
such groups tend to be heterogeneous in their information search capabilities. While
some students are coping well with the task, others may struggle. Identifying those few
students in a large group who need the most assistance at a given point in time, however,
is not easy. Wallace et al. [227] note that time that could have been invested into aiding
struggling children may be wasted due to the problem of identifying them in the first
place.

In this section, we propose a solution for this problem by devising an automatic
scheme for predicting children’s search success based on a wide range of cognitive, in-
formation theoretic and empirical features of search sessions. We envision a teacher’s
“dashboard”, integrated in electronic learning environments, which highlights where
help is needed most. In this way, the teacher can dedicate more time to children who
need help.

In the following, we present a detailed outline of an automatic search role and suc-
cess classification scheme. As a starting point, we will describe a wide range of features
motivated by empirical observations as well as by literature in cognitive and behavioural
science. We can identify 3 types of features accessible during a search session: (1) task-
independent features are static properties of the participant such as age or gender. (2)
task-dependent direct features are directly extractable from the interaction log but may
vary across tasks for the same participant. Examples include the number of Web page
visits or the number of mouse moves. (3) task-dependent inferred features, finally, can-
not be directly read from the search log but require further processing steps that may
involve external data. Think for example of the percentage of natural-language queries
issued in the session. We identified a total of 37 individual features.

Task-independent features
Age. The age of the participant at the time he or she participated in the experiment.

Druin already showed that for example older children are more likely to be power
searchers than younger children. Bilal [33] investigated the differences between
children and adults as Web users.

Grade. The participant’s grade level according to the Dutch school system. While being
correlated with participant age, this feature aims more at the amount and level of
formal school education the participant has received.

Gender. The participant’s gender was included for completeness’s sake. Previous re-
search did, however, not find significant gender-specific differences in children’s
search proficiency.
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Computer Experience. The participant’s self-reported previous experience with com-
puters can be expected to give good indications of his or her likelihood of success.

Internet Experience. In analogy, we also include the self-reported Internet experience.

Task-dependent direct features
Total number of mouse movements. Qualitative analysis of our search sessions showed

a good correlation between motor skills with the mouse and power searcher status.
The ability to navigate the search interface with only the necessary user actions
(e.g., a low number of mouse moves) is therefore seen as an indicator of opera-
tional competence.

Mouse movement patterns. Previous work by Pusara and Brodley [173] employed mouse
movement characteristics for user authentication. Instead of identifying specific
users, we try to generalize mouse movement patterns of groups of users by a num-
ber of additional mouse input features beyond the targeted ones that were previ-
ously introduced. Concretely, this encompasses: (1) The number of mouse moves
per second (2) average mouse move distance (3) move distance standard deviation
(4) average horizontal distance (5) average vertical distance (6) the ratio of vertical
/ horizontal distances.

Total number of page visits. Capable searchers are able to accurately decide on result
relevance based on Web page titles and snippets displayed on the search engine
result list. High counts of visited and abandoned pages indicate headless brows-
ing.

Number of visits per unique page. Druin et al. [63] found inexperienced young searchers
to seemingly arbitrarily revisit Web pages multiple times. We exploit this obser-
vation by measuring the average number of times each unique page was visited
within a session.

Average display time per Webpage. Query log analyses of children’s interaction with a
popular search engine showed, that young children often experience difficulties
judging the relevance of search result snippets which manifests in a high number
of very brief visits that are quickly abandoned once the participant realizes that the
page was not what he or she was looking for [65]. We capture similar behaviour in
terms of average display times per Web page.

Total number of mouse clicks. In analogy to the previous features, click events are counted
and employed as an additional indicator of operational confidence.

Total number of issued queries. Experienced searchers are expected to be able to phrase
their information need more accurately in keywords than beginners who have to
rely on subsequent rephrasings. We count the number of such reformulations per
session.

Number of query term additions. We count the overall number of times additional terms
are added to a previous query. An example of such an operation would be the step
from “prime minister birthday" to “prime minister Netherlands birthday".
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Number of query term removals. Query generalizations by means of removing query
terms are counted. E.g., from “prime minister Netherlands birthday" to “prime
minister Netherlands".

Averaged query distance Drastic query reformulations are an indicator of low confi-
dence in the original search terms and, more generally, in the participant’s search
skills. In this work, we measure the distance in terms of query term overlap be-
tween issued queries. We use the Jaccard Coefficient as distance metric. Finally,
the computed distances are averaged.

Average query length. Kumaran and Carvalho [119] found long queries to be problem-
atic for modern search engines. We count the number of terms per query and
average across all queries within a session.

Query length standard deviation. To give another alternative measure of query refor-
mulation activities, we include the query length standard deviation across a ses-
sion’s queries.

Typing speed. Hutchinson et al. [100] reported interaction with keyboard interfaces to
be one of the major sources of frustration for inexperienced searchers. We mea-
sure typing speed for each sequence of keyboard inputs without any interruptions
by mouse moves or clicks. Finally, the number of keystrokes per minute is aver-
aged across all such sequences.

Time spent on search engine pages. We measure the absolute time per session the par-
ticipant lingers on search engine pages. This represents the combined efforts of
query formulation and result inspection.

Number of back button clicks. Inspired by Bilal’s model of children’s information seek-
ing [34], we inspect backtracking activities by means of counting the number of
times the participant makes use of the browser’s back button.

Session length. The total time a participant invests into solving a task is recorded and
can be seen as a surrogate for search proficiency.

Number of backspace keystrokes. Spelling has been frequently observed (e.g., by [100])
to be one of the specific challenges of children’s query formulation steps. We re-
port the total number of back space keystrokes per session as an indication of the
participant’s orthographic competence.

Number of scroll actions. During our manual inspection of search sessions, we saw that
not every child knew how to use the mouse wheel for navigation. To capture the
participant’s ability to use this advanced control mechanism, we record the total
number of mouse scroll actions per session.

Question words. Inexperienced searchers tend to “ask” the search engine for informa-
tion. We check for the presence of question words such as “why”, “when”, “who”
etc.
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Stop words. Modern search engines are designed and optimized for accepting keyword
queries. Excessive usage of stop words indicates low search experience. We report
the averaged number of stop words per query.

Task-dependent inferred features
Query-task distance. Query formulation is a crucial and cognitively-expensive step in

the information search process. Inexperienced searchers have been found to take
the “shortcut” of copying the assignment question as a query. We measure the
Jaccard distance between tasks and observed queries. We expect this distance to
be minimal for developing searchers and significantly larger for experienced users.

Average number of verbs|nouns|adjectives per query. According to Druin et al. [63], de-
veloping searchers tend to issue natural language queries. We apply part-of-speech
tagging to identify different token type distributions.

Based on this selection of 37 features, we trained a number of different machine
learning techniques for the task of automatic role classification based on the collected
session data and evaluate classification performance in a 10-fold cross-validation set-
ting. Our experiments are based on the WEKA implementation of the respective learning
methods [87]. Table 2.4 shows the best classification performance per method averaged
across all classes. To set our results into context, we include a dominant class baseline
that assigns the most frequent label to all sessions. All evaluated methods performed
significantly and consistently better than the baseline intuition. The overall strongest
approach was a support vector machine (SVM). Statistical significance was tested using
a Wilcoxon signed rank test with α< 0.05.

Table 2.4: Role classification performance by method.

Method P R F1

Dominant class baseline 0.23 0.48 0.31
Naive Bayes 0.65 0.68 0.66

Logistic Regression 0.59 0.57 0.58
MLP 0.74 0.75 0.74
SVM 0.76 0.80 0.78

Decision Table 0.61 0.65 0.63
Decision Tree 0.59 0.62 0.60

Random Forest 0.66 0.69 0.67

A reliable means of identifying individual search role affiliations makes an impor-
tant contribution to educating children regarding their Web search abilities. Knowledge
about their specific deficits (e.g., those of a visual searcher) helps teachers and parents
to give targeted advice on how to improve. For the problem at hand, however, we can re-
formulate our task to finding those children in the classroom that fall into one of the de-
fective search roles (i.e., all except for power searchers). We will refer to this lower-order
classification problem as Deficit detection. Adjusting to this new setting, we achieve sig-
nificantly higher scores than for dedicated role prediction. The strongest models ap-
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Table 2.5: Deficit detection performance by method.

Method P R F1

Dominant class baseline 0.28 0.53 0.37
Naive Bayes 0.66 0.82 0.73

Logistic Regression 0.67 0.71 0.69
MLP 0.79 0.73 0.76
SVM 0.84 0.80 0.82

Decision Table 0.67 0.67 0.67
Decision Tree 0.63 0.63 0.63

Random Forest 0.69 0.69 0.69

proximate the agreement ratio of our human annotators. Table 2.5 reports the resulting
performance figures.

When working with search roles as defined by Druin et al., we noticed a conceptual
disparity between some of the categories. While some roles are essentially performance
oriented (power and developing searchers), others are based on the employed search
strategy (visual, rule-bound and domain-specific searchers) and a third group is con-
cerned with notions of attentiveness (non-motivated and distracted searchers). While
a manual qualitative analysis of searcher behaviour may benefit from such a broad cat-
egorization scheme, it appears to be problematic for automatic methods designed for
classroom teacher support. In our dataset the distribution of search roles was so skewed
towards power and developing searchers that they effectively formed a proxy for search
competency. A closer investigation of the data set, however, showed that power searcher
status is only loosely correlated to the likelihood of search success (ρ = 0.4). It appears
as if Druin’s roles cannot be seen as direct surrogates for search competency. Further
evidence was given in Section 2.1, where we observed a relationship between searcher
motivation and search success.

In our final classification experiment, we abandon Druin’s class hierarchy and turn
to directly predicting search success. Table 2.6 compares the performance of a number
of classifiers for this task. The best overall performance could be achieved using an SVM
approach with polynomial kernel (ε = 10−12, c = 0.6 and e = 1). This prediction model
was able to correctly identify 3 out of 4 successful search sessions. Based on these per-
formance figures, a classroom teacher could prioritise the order in which she or he vis-
its students, based on their likelihood of search success as determined by an automatic
classifier running in the background of the school’s computers. Given the substantial
performance gains over baseline intuitions (i.e., checking with every child), our method
can be expected to result in less time being invested into identifying struggling students.
This, in turn, frees up resources for actual assistance and teaching.

In order to gain a deeper understanding of the domain, we identified the best-performing
features according to our SVM model. Table 3.5 shows the top 7 features for the tasks of
deficit and success prediction. We find a high overlap between both sets, confirming the
central role of those notions. In both scenarios, being in a higher school grade, phrasing
short queries with only few nouns and refraining from substantial query shortenings, are
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Table 2.6: Success prediction performance.

Method P R F1

Dominant class baseline 0.27 0.52 0.36
Naive Bayes 0.63 0.78 0.70

Logistic Regression 0.59 0.60 0.59
MLP 0.66 0.72 0.69
SVM 0.77 0.75 0.76

Decision Table 0.64 0.80 0.71
Decision Tree 0.58 0.60 0.59

Random Forest 0.66 0.66 0.66

indicators of successful searches and power searcher status. The ranking of features is
consistent across task types with only minor differences in relative contribution weights.
The relative contribution of features decreases rapidly with rising rank. Models based
on the 3 highest-ranking features were able to approximate the performance of those
incorporating the full feature space, showing no significant differences in performance.

Our findings have two key implications on the educational sector: (1) Search success
prediction can be reliably used to aid teachers to quickly identify those children that
struggle with a search assignment and that would therefore benefit from assistance. (2)
Role prediction appears to be a valuable method for identifying children’s search strate-
gies. Some of these strategies are better suited for use in Web search scenarios than
others. Gaining knowledge about children’s search strategies enables teachers and edu-
cators to provide targeted guidance, highlighting difficult aspects of the search process
and how to best address them. The concrete roles drawn from previous work may, how-
ever, need to be revised for application in the classroom setting.

Table 2.7: Best deficit / success prediction features.

Rank Deficit Success

1 # query term removals grade
2 grade # query term removals
3 # query nouns # query nouns
4 horiz. mouse distance # back buttons uses
5 mouse move interval avg. query length
6 # back button uses # query adjectives
7 avg. query length # of visited pages

2.3. Designing interfaces for young searchers
Previously, we aimed at predicting children’s search success based on session level fea-
tures, in order to direct an educator’s attention to struggling students. As we observed
previously, a number of key obstacles hampering children’s Web search success can be
related to the search engine’s user interface. Typically, these interfaces are designed with
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adult users in mind and do not cater for children’s specific needs. We will now switch
domains from the school setting that was described previously, to young searchers with
medical information needs.

For children, illnesses and other undesirable medical conditions can be very confus-
ing and frightening. Children faced with such problems will often express an interest in
learning about their medical case, what is happening to them, and what to expect. How-
ever, finding information related to medical conditions is often a difficult and sensitive
task. Consequently, designing and developing search services for children presents a
number of challenges, including: children’s problems expressing complex information
needs, finding and identifying relevant information, and ensuring that information is
understandable, appropriate, and sensitive to the child’s physical and emotional state.

There is a substantial body of work dedicated to children’s behaviour when inter-
acting with search engines, both over local collections as well as on the Web. To moti-
vate the design decisions taken in this work, we will briefly summarize their main find-
ings. (1) Bilal [32] found query formulation to be a major source of frustration for young
searchers. Due to their smaller active vocabularies, children are not as proficient as
adults in finding the right keywords to express their information needs. This becomes
even more important in domains with inherently difficult terminology such as medi-
cal topics. (2) After query formulation, the returned result page needs to be evaluated.
Distinguishing organic search results from advertisements and sponsored results is an
easy task for adults. Children, however, have been shown to struggle with the step [162].
(3) Even without the problem of advertisements, identifying relevant search results has
been found to be a challenging task for children. They were observed to significantly
more often click on irrelevant high-ranked results without critically questioning the pre-
sented material [65, 62]. (4) A specific habit that has often been observed for children is a
preference for browsing over searching [63, 62]. Where adult users often explore a given
topic by iteratively refining the search query, children tend to browse through the results
of the initial query to find the desired pieces of information. This finding can be related
to their previously-mentioned difficulties in query formulation. (5) Dedicated children’s
search engines tend to be loaded with playfulness and involved metaphors that abstract
the search process to a more child suitable level. Jochmann [104] found that playfulness
and entertainment can impede search success if the interface is not clear any more.

To address these challenges, we developed the Emma Search engine (EmSe) for the
Emma Kinderziekenhuis (EKZ) at the Amsterdam Medical Centre4. The goal of the EmSe
service is to improve the accessibility of information, in particular from the medical do-
main, along with the services provided by the patient information centre by:

1. providing an engaging interface that encourages children to explore,

2. facilitating query formulation,

3. improving the understandability of content, and,

4. enabling moderated and trusted Web and medical site search services.

4 http://www.emmakids.nl/

http://www.emmakids.nl/
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EmSe is built using the PuppyIR Framework described by Glassey et al. [81], which
provides a flexible suite of components that can be combined to build child-specific
search services. Component types range from interfaces to various search resources
(e.g., Bing, YouTube, Twitter) to a collection of information processing components that
filter and modify both queries and results to support the user and their search tasks. Fun-
damentally, EmSe enables searching the information centre’s local information reposi-
tory, trusted medical sites as well as the Web, over which the following services are built:
(1) the Body Browser, a novel visual querying interface, which lets children explore the
patient information centre, (2) a multi-site search service of recommended and related
medical sites, which lets children find out more about medical conditions from high-
quality sites, and (3) a moderated Web search service, which lets children safely search
the Web via moderated queries and results. To help children understand difficult med-
ical terms, returned documents are augmented such that (4) known medical terms are
annotated with simplified explanations. The interface is kept clean and minimalistic
to avoid overwhelming the child with information or distractions. EmSe only shows a
limited number of graphically enhanced search results, incorporating cover images of
books and DVDs from the information centre. Figure 2.5 shows the EmSe user inter-
face. In order to make the interface more appealing and to enhance the user experience,
the search process is guided by a number of comic avatars representing different search
metaphors. The boy and girl characters represent the child operating the search engine
while the puppy character represents the search system. The child engages the system
through a dialogue box which prompts, “I would like to find ..” The puppy retrieves result
sets and continues the dialogue by providing search and spelling suggestions (through
the use of a “dogalogue” box as shown in Figure 2.7). As a fallback, Emma (an adult) is
also included and enables the child to contact the staff of the information centre for fur-
ther guidance and support, if the puppy cannot fulfil the child’s request, or if they would
like to physically borrow an item from the information centre. Figure 2.6 shows the dif-
ferent avatars in EmSe. In the following section, we provide a brief description of the
different components with the Emse Search Service.

The Body Browser The Body Browser enables exploration of the patient information
centre’s repository of books, DVDs and other media via an interactive illustration of a
body, where users can zoom to various levels of detail from the entire body to specific
organs [202], which triggers medical Web searches related to the body parts and organs
in focus. This metaphorical interface is expected to reduce vocabulary difficulties in
the query formulation step, which are particularly salient with children and health in-
formation. Furthermore, it emphasises a browsing paradigm rather than requiring the
user to search for information. For each selected body part, sub parts, related diseases
and treatments are shown as query suggestions. The interaction has been kept deliber-
ately simple: a point-and-click paradigm is used for both selecting and zooming in, with
immediate feedback to make the functionality intuitive. In order to allow for greater per-
sonalisation of the search experience, the Body Browser, along with the child avatar can
be selected to be either male or female. Figure 2.4 shows the Body Browser in its default
zoom level.
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Figure 2.4: The Body Browser.

Query moderation The query moderation component identifies and enhances queries
that are unlikely to yield content that is child-oriented by applying simple, real-time
technology [85]. The focus is not explicitly on removing mature content, but rather on
making the results of general queries more suitable for children. The component breaks
up queries into n-grams and examines the children’s appeal of these grams by check-
ing Google Suggest for the co-occurrence of these n-grams with child-oriented modi-
fier terms (e.g., “for kids”). We adapted this technique for the Dutch language (“voor
kinderen”). In case of n-gram co-occurrences with known children’s terms, the query
is dispatched unmodified. Otherwise, it is appended with Dutch kids modifier terms
(“voor kinderen”) before being dispatched. Despite its simplicity, empirical evidence
suggests this technique to result in good performance of ensuring child-friendly results.
Additional filtering components can be configured to reject queries containing explicit
language or undesired content requests.

Result moderation Even given moderated query formulation, returned result sets from
a Web search engine may contain unsuitable items. A particular example from the med-
ical domain are non-objective and sponsored pages authored or influenced by pharma-
ceutical or medical companies [206]. In order to address this challenge, EmSe offers the
possibility to maintain a black list of known biased hosts or suspicious terms. Pages orig-
inating from such undesired hosts, or mentioning certain keywords can automatically be
excluded from being displayed to the children.
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Figure 2.5: An annonated screenshot of the EmSe search service.
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Query suggestions To further mitigate children’s problems with the query formulation
step, EmSe offers spelling corrections and query suggestions. They help children explore
and query the recommended and related medical sites by providing suggestions that
reflect the specific content on these sites. They are generated by extracting meaningful
and informative phrases from the anchor text of the recommended resources.

Content Simplification Children often face significant difficulties understanding texts
of advanced reading levels. Previous work described in [68] has developed techniques
for identifying and subsequently filtering out difficult material. This approach, however,
can result in poor coverage of certain, inherently difficult, topics. Manual inspection of
resources with high reading level showed that often the text was understandable except
for few occurrences of specialised terms. Instead of a priori rejecting difficult content,
requested pages are checked for difficult terms, which the system augments with brief
definitions. When hovering over the term with the mouse cursor, a tooltip containing
the definition appears. In this non-intrusive way, the text can be read without the child
having to leave the page to look up external information. The simplifications are ac-
companied by hyper links to local and Web searches if the child should be interested in
finding out more about the term. The definitions can either be manually maintained in
a server-side dictionary or can be dynamically extracted from external resources such
as Wikipedia or Wiktionary. Figure 2.7 shows the interactive content simplification dia-
logue available for result page snippets as well as external pages.

Evaluation
The first version of EmSe was released in early 2012. It is accessible to staff and patients
within the hospital (via bedside computers and other terminals), and also to out-patients
via the Web5. The system evaluation consists of two main stages. (1) The first stage is to
collect feedback from the staff at the hospital. From this initial study we refined the
demonstrator to incorporate suggested changes before (2) obtaining patient feedback.

Stage 1: Staff survey
In March 2012, we visited the children’s hospital and interviewed a total of 11 staff mem-
bers in 8 individual sessions. Of these eleven, three were nursing staff, two were in-house

5 http://wickham.dcs.gla.ac.uk:8080/hospital/

Figure 2.6: EmSe avatars: Girl, Boy, Emma and the Puppy.

http://wickham.dcs.gla.ac.uk:8080/hospital/
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Figure 2.7: Textual content simplification of “migraine” as “a bad headache”.

teachers, three pedagogues, two paediatricians and one member of the information cen-
tre staff. At the start of each session, the participants were shown a brief explanatory
video, introducing the features and functionality of EmSe. Afterwards, they were en-
couraged to use the system themselves. Due to scheduling reasons, some participants
interacted with the interface in groups rather than individually. The participants were
encouraged to think aloud while operating the system and the interviewer did not in-
terfere with their search activities unless directly asked for assistance or clarification.
Afterwards, all participants were asked for their general opinion on the system and any
aspects that they particularly liked, disliked, or missed. Finally, they were asked to com-
ment on major aspects such as search result quality, interface design, the Body Browser
and the content simplifications. Sessions typically took 15-20 minutes each.

There were a number of minor bugs as well as localization issues (the interface is
Dutch and not all developers were Dutch native speakers) that were spotted in this early
stage of evaluation. They have been addressed in the current version of EmSe. In the fol-
lowing, we will discuss the participants’ feedback concerning EmSe’s main components
as well as additional features that were suggested and that remain to be investigated in
the future.

Search result Quality The participant’s all felt the provided results were of high quality
and presented in appropriate manner (i.e., results from the patient information cen-
tre first, as these are specifically designed for children, then results from recommended
medical sites, before backing off to results from trusted Web sites and then all the Web).
Two participants suggested that the distinction between results for children and adults
should be more explicit. Either by separating out the general Web results not specifically
designed for children from those that were, or by highlighting the more child-friendly re-
sults. Additionally, there was a concern that some topics, such as death or cancer, should
only be reachable when explicitly being queried for. This form of search moderation
represents one of the major challenges for future additions as it involves a) identifying
sensitive topics that require special treatment, and, b) based on query, user context and
session information, deciding whether or not to display sensitive information.

Interface design While all participants appreciated the clean minimalistic interface,
they encouraged further personalization and integration of the user into the search pro-
cess by adopting a login concept so that the user could be individually addressed by the
system. This could for example happen in the form of the puppy avatar (representing
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the search engine) calling the child by its name in the search prompt and the interactive
steps such as query modification. We envisage that the avatars could be used to help
establish a rapport between the child and the puppy – so that it could illicit information
such as the child’s name, how they are feeling at particular point in time, find out their
favourite things (through a guessing game, etc.) so that the puppy could go off and find
interesting and/or entertaining information for the child. An additional request for mo-
bile device compatibility of EmSe was already partially addressed in the latest version
which conforms with systems like the iPad. However, full functionality on small-screen
mobile devices is currently not supported.

The Body Browser All participants liked the idea and implementation of the Body
Browser. They considered it one of the key features to facilitate browsing-driven infor-
mation discovery. However, there were a number of issues with this component. They
suggested several additional anatomical structures (e.g., the appendix and the genital
tracts of the children) to be included for greater coverage. The Body Browser opens as
an overlay over the default EmSe screen. Three users were confused by this interaction
style and would have preferred to have been able to more seamlessly switch between the
Body Browser and the search results. We appreciate their concerns as the current solu-
tion aims to preserve the layout, whereas trying to integrate the Body Browser within the
page (instead of on top of it) would require moving elements around and down. This
would mean that to access results the child would have to scroll up and down (which
introduces a similar problem).

Content simplifications All participants found in-line content simplifications helpful
and non-intrusive. It was suggested to offer the simplification service independently of
a term’s expected difficulty in order to account for different user preferences and needs.
More concretely, this would mean to not highlight difficult terms but also offer an inter-
face through which arbitrary term simplifications could be requested on-line.

Stage 2: Patient Survey
The second stage of the EmSe evaluation was conducted on May 15th, 2012, involving
patients of the EKZ. 6 patients of ages 10-17 were presented with EmSe and Microsoft
Bing in order to solve a number of medical information finding tasks. All participants
were Dutch native speakers and the interaction with the researchers as well as the search
efforts were conducted in Dutch. At first, the participants received a brief introduction
into the EmSe search system and its functionalities such as the Body Browser, suitable
query suggestions or content simplifications. Subsequently, we compared the useful-
ness of EmSe with Microsoft Bing. Starting on one of the systems (The order was al-
ternated, half of the participants started with Bing, the other half with EmSe) they were
given first a closed-class question (simple factual “What is x?” type question), then an
open-ended one (“List all information that you can find about x.”). The same procedure
was repeated on the second system (with different questions). Finally, each participant
was asked to search for information concerning their own medical condition using their
preferred choice among the two compared systems. Using a set of fall-back questions
from both types, we made sure that no participant encountered questions concerning
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their own medical conditions prior to this final question. To conclude each session, the
participants were asked to fill a brief form in which they could describe their search ex-
perience. Individual sessions lasted for approximately 40 minutes. The researchers took
notes concerning search behaviour and success during the full duration of the sessions
and provided support where necessary, otherwise avoiding interference with the partic-
ipants’ search efforts. The questions offered belonged to the following set:

Closed class:

1. “What is a port-a-carth?”

2. “What is a mic key button?”

3. “What is a PEG?”

Open class:

1. “What information can you find about cystic fibrosis?”

2. “What information can you find about Crohn’s disease?”

3. “What information can you find about the Sickle-cell disease?”

During the six sessions of the study, participants were generally positive about EmSe’s
look and feel as well as the quality of the presented results. The Body Browser was unan-
imously liked and in-line content simplifications were considered useful. 100% of par-
ticipants chose EmSe to answer the final question about their own medical condition,
irrespective of the order in which the two search engines were presented to them. Due
to network problems, the server on which EmSe was offered, was not always responsive.
Two participants commented on the system being slow. Query suggestions were fre-
quently (50% of the sessions) confused with search results. The participants afterwards
stated that they would have expected suggestions to be offered in form of automatic
completions as done by several commercial search engines. Older participants (aged
13+) often found the interface too focused on young children. Since the target audience
of EmSe are children of ages 8-12, this was to be expected. Especially for children with
less developed reading and writing skills, the content simplifications were helpful. In-
terestingly enough, this feature was frequently used by older participants as well. The
concluding questionnaire supported a number of previous assumptions, such as older
children being more likely to be attracted by conventional search engines such as Bing.
At the same time, a number of surprising observations could be made: (1) Older partic-
ipants liked the in-line content simplifications more than their younger peers. (2) Bing
was reported to be easier to use than EmSe. We attribute this to the participants already
being used to the search interfaces and paradigms of conventional Web search engines.
Every participant reported using Google for their day-to-day information needs. (3) De-
spite their familiarity with Bing’s interface, EmSe consistently received higher agreement
scores for the statements “I like this system” and “I would like to use this system again”.
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Ongoing evaluation efforts
In the first two evaluation stages, we gained a qualitative understanding of profession-
als’ and patients’ usage behaviour and wishes for modifications towards EmSe. In both
stages, there was a strong consensus about the system’s usefulness for children’s infor-
mation search. A number of shortcomings were discovered and either directly addressed
or discussed for later integration into subsequent versions of EmSe. Most of these re-
quests concerned the interface as users expected interaction paradigms they are used to
from commercial Web search engines. For productive use of EmSe a closer orientation
towards well-known behaviour such as displaying query suggestions in the form of au-
tomatic completions might be advisable. Greater numbers of participants are aimed to
be reached in the analysis of user interaction logs (Evaluation Stage 3). They are needed
to strengthen the conclusions drawn from the small-scale evaluations of Stages 1 and 2.

2.4. Conclusion
In Research Question 1.a), we hypothesised that there can be fundamental differences
between the preferences and requirements that individual users or user groups pose to-
wards Web search facilities. To demonstrate this effect on the concrete example of chil-
dren using standard Web search services designed for adult users, we conducted a user
study in a Dutch elementary school. Confirming the findings of previous work, we noted
a wide range of deficits that hinder children’s Web search success. According to the liter-
ature, these aspects do not represent challenges for most adults.

We discussed two potential solutions to the problem. Firstly, we present an auto-
matic search success prediction scheme based on a wide range of linguistic and cogni-
tive session features. When integrated into an electronic classroom environment, the
teacher’s attention can be efficiently guided towards those students that are struggling
with an assignment. In an alternative approach, we attempted to construct a more ap-
propriate search interface for children with medical information needs in a hospital set-
ting. The EmSe6 search service is comprised of a range of support features such as query
and content moderation, non-textual query interfaces and on-line content simplifica-
tion. Initial qualitative evaluation stages among medical staff as well as patients suggest
the usefulness and adequacy of the proposed interface.

Both scenarios show document relevance subjected to personal context. We noticed
that previously relevant documents were often missed because of the user’s inability to
adequately operate the search engine interface or to locate and understand the relevant
information on the page. Given a different personal context, such as for example that of
an adult searcher, search success rates would have been vastly different given the same
retrieval system.

In the further course of this dissertation, we will revisit the examples described in
this chapter. Especially in Chapters 3 and 4, we will discuss several ways of estimating
personalized relevance dimensions, and, in Chapter 6 we will finally combine them in a
single multivariate relevance model.

6 EmSe is an open source project. Its code base (along with the underlying PuppyIR framework) can be down-
loaded via Sourceforge at: http://sourceforge.net/projects/puppyir/.

http://sourceforge.net/projects/puppyir/
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3
Relevance in Situational Context

When we are no longer able to change a situation,
we are challenged to change ourselves.

-Viktor E. Frankl, Psychiatrist

In the previous two chapters, we showed empirical and literature evidence for the
subjective nature of document relevance. In recent years, we have seen a strong emerg-
ing tendency towards personalizing users’ Web search experiences in order to better ac-
count for the searcher’s individual context. Context, in this case, is often understood
as the searcher’s previous search history, geo-spatial position, topical interests, and lan-
guage or literacy background. Most of these are static or slowly-evolving user-specific
properties and are typically captured by means of query and interaction log analyses.
While personalization functionality has been shown to benefit retrieval performance
e.g., [215], there exist significant situational factors that can influence performance and
thus should be taken into account. White et al. [235] introduced domain expertise as one
such factor. Depending on the topic searched for, an individual can display significantly
different search behaviour based on their previous knowledge of the domain at hand.

In this chapter, we argue for the importance of including the situation-dependent
context into the retrieval step. To demonstrate this, we will go beyond personal rele-
vance and investigate instances of users straying from their search profiles to satisfy in-
formation needs outside their regular areas of interest or following strategies that differ
from their regular behaviour. Such atypical information needs can often be triggered
by external events (e.g., pending medical treatments, financial deadlines, or upcoming
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vacations) that explain the unprecedented interest in a previously unseen domain. As
an example, a user might in general favour easily-readable documents about sports and
be confident in querying, selecting, and understanding this type of information. At the
same time, they might display significantly different preferences and skills when pur-
suing a novel task, such as completing a particularly involved tax form. Due to static
modelling of user profiles, atypical information needs are currently poorly represented
by Web search engines. Personalizing atypical search sessions in the ‘regular’ way does
not seem appropriate as it assumes topical and behavioural consistency with previous
search sessions. Often, this is not the case for atypical searches.

Our discussion will be guided by the following three research questions: (1) What
is the frequency, extent and success rate of users pursuing atypical information needs?
Additionally, can we identify common types of information needs for which users di-
verge from their previous preferences? (2) How can we automatically distinguish atyp-
ical search sessions from typical ones? (3) Can we improve retrieval performance for
atypical sessions by re-ranking search results in a typicality-aware fashion? Our investi-
gations are based on manually-annotated log files of the Bing Web search engine.

Previous related work can be grouped into three categories: General search person-
alization efforts; Query log analysis with the goal of long-term user modelling; Investiga-
tions of user expertise and content readability.

Search personalization
A growing number of data sources, such as search history, manually or automatically
created preference profiles, and social network information, are being exploited for per-
sonalizing the selection of results for users [172, 216]. Approaches to search personal-
ization vary in types of features considered (e.g., language models, topical categories,
links or other metadata such as reading level), the time frame chosen (e.g., short-term
or long-term profiles), and how the profiles are used (e.g., for ranking or recommen-
dations). Several researchers have shown how profiles that consist of topical represen-
tations of users’ search interests can be used to personalize search. Gauch et al. [79]
learned topical user profiles based on browsing history or search history. Speretta and
Gauch [208], as well as Ma et al. [143] used topical profiles that users specified explic-
itly. In all cases, user profiles were compared with those of search results and used to
re-order search results for individuals. Several research groups, including [86], [65], and,
[31] have recently shown how topics from the Open Directory Project’s (ODP) topology
of the Web1 can be used to filter and personalize search ranking for individuals. Haveli-
wala [91] proposed a topic-sensitive modification of the PageRank algorithm to allow for
a direct, more focused scoring of the Web graph given a query’s topic or a user’s topi-
cal preference. Queries and Web content were automatically categorized using the ODP
hierarchy in order to facilitate topic-sensitive scoring. Sugiyama et al. [210] employed
collaborative filtering on users’ observed Web search histories for profile building. They
compared their approach to exclusively using browsing history and implicit feedback
mechanisms, finding significant merit in the use of profile expansion via their proposed
method. Teevan et al. [215] investigated the potential of re-ranking the top 50 search
engine results based on previous user profiles. In particular, the authors explored alter-

1 http://www.dmoz.org

http://www.dmoz.org
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native document representations for search personalization, finding that full-text rep-
resentations outperformed models based on a selection of pre-selected keywords. Li et
al. [132] developed a dynamic graph-based adaptation scheme modelling a user’s gen-
eral preferences for search personalization, while accounting for changes of interest by
incorporating short-term browsing information. In a recent study, Goel et al. [82] ana-
lyzed the U.S. market’s large-scale consumption of films, music, and Web search results
in order to quantify the importance of the “long tail” of items in those respective cate-
gories of popular media. The authors found that the majority of users largely displayed
standard tastes in most categories but showed some degree of eccentricity in choices. In
this chapter, we will investigate a related notion, namely, that of atypical search sessions:
cases in which users occasionally stray from their “personal mainstream”.

Long-term user modelling
A special subclass of research on user modelling and search personalization is based
on long-term profiles rather than focusing only on the user’s immediate history. While
being noisier than short-term profiles, this approach has the advantage of being able
to detect niche interests or those that surface in long cycles. Matthijs et al. [150] cap-
tured users’ 3-month Web history across multiple search engines and sites via a browser
plug-in. The full resulting log files were used for result re-ranking and showed significant
performance improvements over the native ranking of popular search engines. Further-
more, long-term user profiles served as reliable general descriptors of a user’s interests.
Tan et al. [213] presented a language modelling approach that interpolated immediate
search history and long-term user profiles in order to improve retrieval performance.
They found that short-term profiles contained more useful clues as to the current query’s
intent, but that adequately-weighted long-term information introduced further perfor-
mance gains. White et al. [234] investigated the usefulness of short-, mid-, and long-term
profiles for the task of predicting user interest in Web sites. The authors demonstrated
that, depending on the type of information being profiled as well as the type of infor-
mation need, different profiling durations could be optimal. Finally, Bennett et al. [31]
showed how long- and short-term profiles could be optimally combined for effective
search personalization. They found that long-term models provided the most benefit at
the beginning of a session, while short-term models became more important for longer
sessions. In Section 3.4 of this chapter, we will pick up this particular setting by Bennett
et al. and will demonstrate that knowledge about session typicality can be used to mix
long and short term models.

Expertise
Studies of Web search often distinguish between two types of expertise – search exper-
tise (reflecting knowledge of the search process) and domain expertise (reflecting knowl-
edge of the domain or topic of the information need). In one of the early comparisons
of Internet information search behaviour and success, Holscher and Strube [96] exam-
ined both search and domain expertise. They reported that search experts displayed a
richer set of skills, such as selection of tools, query formulation and relevance judgement
than novice searchers. Also, experts were found to navigate search interfaces more effi-
ciently. Beyond search skills, [217] showed that experts and non-experts follow different
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strategies to obtain search results, depending on the task. White et al. [236] conducted
a large-scale log analysis of the differences in search behaviours and success of search
experts and novices. The authors found that experts generate different types of queries,
have shorter and less branchy post-search browse trails, and are generally more success-
ful than novices. We noticed similar disparities between individual searchers and search
strategies in Chapter 2 where we investigated the search roles and success of elementary
school students. More recent work has tried to model strategies of successful searchers.
Ageev et al. [1] exploited this expertise-dependent difference in search behaviour by us-
ing a Markov chain approach to predict search success for a range of pre-defined search
tasks based on the sequence of actions the searcher had undertaken in the session. One
of their main findings was that searchers who are more successful are generally more
active (e.g., more queries issued and results clicked) in a given time window. Aula et
al. [21] analyse different characteristics of successful and unsuccessful search sessions.
Based on a small qualitative lab study and a subsequent large-scale evaluation, they es-
tablished a range of indicators for user frustration during search sessions that were not
yielding the desired results. Most saliently, the authors report longer sessions, question-
type queries, the use of advanced query operators and aimless scrolling on the results
page for failing searches. We will revisit these findings in Section 3.3 to employ them for
identifying atypical sessions.

Beyond the effect of general search expertise on success rates, other recent work
has considered the searcher’s familiarity with the search topic. Based on a large-scale
query log analysis, White et al. [235] found significant differences between the search be-
haviour of domain experts and non-experts within the domain of their expertise (but not
outside of the domain). The authors found that domain experts generate longer queries
with more technical terms, have longer search sessions with more branches, and have
greater success in satisfying their information needs than novices. Collins-Thompson et
al. [53] investigated the use of reading level metadata for search personalization, finding
that search ranking could be improved by taking into consideration the user’s previous
reading level preferences as well as the reading level coherence between a Web page
and its result snippet. Kim et al. [110] followed up in this direction by jointly modelling
reading level and topic preferences to describe users. Their so-called RLT profiles were
used to distinguish domain experts from non-experts as well as to identify occurrences
of “stretch” reading behaviour, i.e., when users go beyond their usual preferences to sat-
isfy information needs. In a similar effort, Tan et al. [214] exploit notions of reading level
and text comprehensibility for ranking popular answers on the Web portal Yahoo! An-
swers. According to the searcher’s degree of domain expertise, simple vs. more technical
answers were ranked higher. Following a related notion, namely that of content qual-
ity, Agichtein et al. [2] established an automatic classification framework for determin-
ing the quality of user-created information on a community QA platform. The authors
demonstrate how a range of community signals and shallow content properties can be
employed to estimate answer quality with human judge accuracy.

The research we present in this chapter extends previous results by: characterizing
the extent to which searchers diverge from their long-term search profiles, and demon-
strating how the ability to detect such atypical sessions can be used to improve search
personalization.
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3.1. Designing human-readable user profiles
As a natural first step towards our investigation of the importance of situational context
on document relevance, we need high-quality assessments of session typicality. Ideally,
the actual users who are being targeted for personalization would make the judgements.
In practice, however, individual users are rarely available for collaboration or discussion.
Instead, the research community typically relies on external annotators who first need
to form a mental image of the user before being able to judge the quality of personalised
rankings. This step, however, can be difficult and time-consuming as it requires an in-
depth inspection of the user’s entire search and browsing history in order to accurately
account for their interests and preferences. Previously, Amato and Straccia [12] used top-
ical user modelling for content selection in digital libraries. Their profiles focus on users’
preferences in a number of domains such as document content or structure. [161] pro-
pose a hierarchical profile based on terms extracted from clicked documents. However,
at this point, there has not been an in-depth exploration of how to generate compact,
human-readable user profile representations. To this end, we propose a means of sum-
marizing a user’s Web search history into a compact, yet informative profile. Our profiles
combine features that indicate topics of interest, representative queries, search context,
and content complexity, to enable external judges to quickly form an accurate model of
a user’s interests and expertise. Previous work in personalized search motivates the at-
tributes to include in profiles (specific queries, general topics and content complexity),
and work in human-computer interaction guides the presentation.

1. A user’s interests can be summarized by a set of topics – but the topics must have
clear and consistent definition, and not be too broad or too specific [12]. Addition-
ally, the most dominant topics of a user’s interests should be clearly recognisable.

2. Past queries should be included in order to provide concrete examples of common
information needs [215].

3. The session context should be available in order to better understand the inten-
tion that motivated a sequence of queries [38].

4. User profiles should be concise in order to enable efficient work flows. Addition-
ally, the variation in length between profiles should be limited in order to make the
required work load predictable [197].

5. Content complexity has recently been shown to be a strong signal for search per-
sonalisation [53]. User profiles should reflect the general complexity of content
consumed by the user.

6. Consistency in how profiles and sessions are shown enables more efficient pro-
cessing [197].

We aimed to accommodate all of these considerations into the design of our user
profile representation. Figure 3.1 shows an example of the resulting user profile. To
obtain topics, we classify each clicked Web search result into topical categories based
on the Open Directory project hierarchy (ODP), as described by [30]. We use categories
at the second level of the ODP tree (e.g. Science/Biology, Computers/Hardware) since
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this provides a consistent, sufficient level of specificity. A profile consists of one line per
frequently-observed topic in the user’s previous search history. We include each cate-
gory that accounts for at least 5% of the overall amount of clicked pages. In this way,
we ensure all profiles have a predictable length of 1-20 lines of text, regardless of how
active the user was in the past. For each topic, we also show the 3 most frequent previ-
ously issued queries associated with that topic. To assign a topic to a query, we aggregate
the topical classification of all clicked search results for that query. For example, for the
query “Apple”, if a user visited two pages classified as “Computers/Hardware”, we would
assign that topic to the query. We then display the queries that were most frequently as-
sociated with that topic in order to represent typical search patterns given a user and a
topic. To further help the annotator form a model of the searcher, all queries are format-
ted as hyper links leading to the search engine result page for that particular query so
that the annotator can see the topical spread of results. Finally, we include an estimate
of the complexity of textual content in the form of a heat map of resource reading level.
We estimate the reading level for each clicked result on a 12-point scale according to [53]
and average the scores of clicked results for each query. We then highlight the query in
green if the average reading level is less than or equal to 4, in red if the estimate is greater
or equal to 9, and in black if it is between these two levels. The resulting profiles have the
added benefit that they can be applied to any profiling duration, ranging from a single
query to months of search activity. This ensures conceptual conformity when, for ex-
ample, comparing a single session with an extended period of previous activity. Figure
3.1 shows an example of such a condensed profile. Given the interests reflected by this
profile, it is straightforward to judge the typicality new sessions. For example, a session
related to boxing is easily identifiable as typical, while dental hygiene queries had not
been encountered before.

3.2. Data Exploration
As a starting point for our investigation, we begin with an analysis of real search sessions
to get insights into the problem domain. Our data set originates from the proprietary log
files of the commercial Web search engine Bing. Our analysis focuses on a 4-month pe-
riod of query logs from January to April, 2012 submitted by English-speaking U.S. users.
We refer to the respective time spans as M1 (January) through M4 (April). Throughout
this paper, we will use M3 as our profiling period and M4 to test for atypical sessions.
Later, in Section 3.3, we will also investigate the usefulness of prolonged profiling pe-
riods, using M2 and M1 in addition to M3. To gain a first, qualitative insight into the
domain, we limit our scope to the 200 most active users (those with the highest number
of queries submitted) to ensure that users are well represented by their profiles. To-
gether, they submitted a total of 679,808 queries in 67,812 sessions. Session boundaries
are drawn based on a 30-minute threshold of user inactivity as suggested by several pre-
vious studies (e.g., by Fox et al. [74] as well as Gao et al. [78]). Since we are concerned with
information seeking behaviour, we exclude navigational queries from our inspection in
order to get a clearer impression of the difference between normal and atypical informa-
tional queries. To this end, we employed a list of frequent navigational queries as well
as structural heuristics to detect queries encoding domain names or URLs (e.g., those
starting with “www.” or ending in “.[domain]”). After this pre-processing step, 370,844



3.2. Data Exploration

3

45

Figure 3.1: An example of a condensed topical user profile, a typical session (Session 1) and an atypical
session (Session 2).

queries and 44,059 sessions (55% and 65%, respectively, of the full data set) remained
for investigation. On average, individual users submitted 464 queries in 55 sessions per
month. Figure 3.2 shows the observed distribution of session counts across users for M1.

Annotation
In order to get a deeper understanding of the extent and frequency of atypical search
sessions, we collected manual labels for all search sessions from M4. Previous work by
Jones and Klinkner [105] and Kotov et al. [116] suggests that sessions tend to be topically
coherent, often serving a single information need or task. Based on this observation,
we labelled typicality at the session level in order to preserve as much search context
as possible. The labelling was facilitated by means of a crowdsourcing effort. Prior to
this step, all sessions containing personal identifiable information (PII), such as names,
phone numbers, addresses, social security numbers, etc., as well as identical sessions for
individual users, were manually removed from our data sample in order to protect the
users’ privacy and anonymity.

At first, each annotator was shown a condensed profile representing the users’ pre-
vious search history during the profiling duration (M3). The judges were then presented
with a single search session from M4. All queries, both in the profile as well as in the ses-
sion, were presented as Web search hyper links to enable the judges to quickly explore
the types of content to which the search led. Analogously to the user profile, session
queries were color-encoded by reading level. A short survey probed two main aspects of
a session: 1) its typicality for the user, and 2) the degree of importance that the search
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Figure 3.2: Distribution of session counts across unique users in January 2012.

task shows. The latter is interesting as we assume that atypical search sessions may often
relate to important tasks or problems. The survey questions were:

1. “How typical is this session for the user whose profile was shown above?”

2. “ Now go back to the list of queries in the session above, and select all queries that
support your decision.”

3. “For the queries you selected in #2, do you think the desired information has high
importance to this user? (e.g., likely to have lasting value, or help solve an important
problem.)”

Questions 1) and 3) were rated on a 5-point scale. In addition to the main ques-
tions, the judges could give further feedback by means of a free text field. To account
for subjectivity and inaccuracies of individual workers, each session was labeled by 5 in-
dependent judges. The final label was determined by averaging across the constituent
judgments. One of the researchers broke ties that could occur when individual judge-
ments were rejected as the worker had flagged their decision as “unsure”. The task was
offered as a privately sourced task on the crowdsourcing platform Clickworker2 at a pay
level of 5 cents per session, a rate comparable to those suggested in related studies [9]. A
grand total of $500 was invested in the label acquisition for all 2790 informational search
sessions in M4. We followed accepted practices on the design and quality control of
crowdsourcing studies by [107] by employing a hand-labeled set of gold standard tasks

2 http://www.clickworker.com
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as well as measuring agreement between judges in order to discourage low-quality sub-
missions. We will discuss crowdsourcing, its potential and challenges as well as means
of dealing with the sometimes high amounts of spam in Chapter 5. We computed several
profile-based features for each assessed session:

1. The number of queries in a session (sessionQueryCount)

2. The entropy of the profile’s topic distribution (userProfileEntropy)

3. Identical query overlap between queries and the full user history (overlapH-S)

4. Term overlap between queries and the full user history (overlapH-S-Terms)

5. Identical query overlap between queries and the condensed profile (overlapP-S)

6. Term overlap between queries and the condensed user profile (overlapP-S-Terms)

7. Term overlap between the condensed profile and the full history (overlapP-H-Terms)

Table 3.1 summarizes the Spearman rank correlations observed between these pro-
file features and judging features. All overlap features had positive correlation with av-
erage typicality rating, the strongest correlation was found between profile and session
terms (overlapP-S-Terms, +0.39). In addition, increasing the overlap of identical queries
between condensed profiles and new sessions improved inter-rater agreement (overlapP-
S-Terms is positively correlated with inter-rater agreement +0.24). High-overlap sessions
were evaluated faster (-0.24 correlation of overlapP-S-Terms vs. judging time). In gen-
eral, user profile-based features had a stronger influence on typicality scores and rating
efficiency than their counterparts based on the full history. We also found that sessions
from highly-focused users, whose profiles were dominated by just a few topics (low user-
ProfileEntropy) were evaluated faster, with higher typicality scores and agreement. That
is, the entropy of a user’s profile was positively correlated with time spent judging (+0.25),
negatively correlated with inter-rater agreement (-0.30), and negatively correlated with
typicality (-0.29). Perhaps not surprisingly, the number of queries in a session (session-
QueryCount) was positively correlated (+0.41) with time spent judging.

The results showed substantial agreement between workers for the typicality vote.
The standard deviation between each individual crowdsourcing worker and the majority
vote among all 5 judges was found to be less than one point (0.854). To give an indication
of the general task difficulty, we asked 3 expert judges to create redundant annotations
for a subset of 100 sessions in a lab-based study using the same interface as the workers.
Among experts, the standard deviation from majority votes was found to be even lower
(0.495). Finally, we computed the overlap between majority votes from experts and those
from crowdsourcing workers. In the vast majority of cases (82.6%) the two majority votes
were identical.

Data analysis
Out of all 2790 informational search sessions labelled in M4, 166 were found to be atyp-
ical given the user’s previous profile. Based on M3 profiles, 74% of all users showed at
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Table 3.1: Spearman rank correlation of user profile/session features (rows) with judging features (columns).
Judging features included average typicality scores, agreement on typicality, and average time to judge.

Profile features Judging features
Typicality Typicality Average Time
Average Agreement Spent Judging

overlapH-S +0.10 +0.09 -0.14
overlapH-S-Terms +0.32 +0.28 -0.16
overlapP-S +0.24 +0.10 -0.17
overlapP-S-Terms +0.39 +0.24 -0.24
overlapP-H +0.37 +0.24 -0.19
sessionQueryCount -0.07 -0.10 +0.41
userProfileEntropy -0.29 -0.30 +0.25

Table 3.2: Properties of typical and atypical sessions.

Type freq queries
session

terms
query

unique terms
session SAT. dwell time SAT. rank RL SAT. RL

typical 2624 6.26 3.10 8.93 209 sec 1.5 5.4 3.9
atypical 166 6.69 5.23* 16.07* 180 sec 1.8 5.8 5.3*

least one atypical search session in M4. On average, each user displayed 5.9 atypical ses-
sions which comprised 7.5% of their overall monthly query volume. Figure 3.3 shows
the distribution of atypical session counts across users. While atypical sessions can be
observed for most users, their frequency differed across searchers. The average user was
largely coherent in search behaviour except for occasional atypical sessions, which is
consistent with what [82] observed as well. Some, however, regularly explored different
topics, making their search history topically very diverse.

As a next step, we compare typical and atypical sessions based on a number of session-
level properties. Table 3.2 shows a juxtaposition across the whole user population. Sta-
tistically significant differences between session types are denoted by an asterisk. Sig-
nificance was tested using a Wilcoxon signed-rank test (α < 0.05). Both groups show
comparable session lengths with only a slight increase in number of queries submitted
in atypical sessions.

As we turn to the queries, however, we observe significant differences. Atypical ses-
sions show longer queries (5.23 vs 3.10 terms/query) and also explore the result space
more broadly by employing almost twice as many unique terms as regular sessions (16.07
vs 8.93 unique terms/session). Since explicit relevance judgements are not available,
previous work frequently accepts clicked results on which the user dwells for at least a

Table 3.3: Coherence with previous session statistics per user.

Type freq queries
session

terms
query

unique terms
session SAT. dwell time SAT. rank RL SAT. RL

typical 2624 -0.21 -0.11 -0.80 +15 sec +0.19 -0.70 -0.40
atypical 166 +0.43 +1.70* +1.55* -21 sec +0.49 -0.09 +1.80*
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Figure 3.3: Distribution of atypical search session counts across unique users in April 2012 (M4).

threshold amount of time, as relevant given the underlying information need. Accord-
ing to [74] and [78], a commonly-used threshold is a dwell time of at least 30 seconds.
We investigated these so-called satisfied (SAT) clicks in terms of their dwell time and the
rank on which the user clicked. For typical sessions, such clicked pages show signifi-
cantly longer dwell times (208 vs 180 sec.) and a better user satisfaction in the top ranks
(average SAT click rank position of 1.5 vs 1.8) compared to atypical sessions. Finally,
turning to textual complexity, we find comparable reading levels of clicked resources for
both session types. However, SAT-clicked material in atypical sessions had significantly
higher reading difficulty (average level 5.3) than in typical sessions (average level 3.9).
In conclusion, atypical sessions show a number of established indicators of sub-optimal
search experience such as short dwell times, long clicks in the bottom part of the ranking
and significantly increased textual complexity of pages with long clicks.

In order to rule out the effect of individual users’ querying style on these numbers,
we now compare typical and atypical sessions per user. To enable this, we collected ses-
sion statistics for all users in M3 and report the divergence from those observations for
M4. Table 3.3 shows the population-wide averages of this comparison. Generally, typical
sessions conform more closely with the user profile than atypical ones. While the differ-
ences are less marked than in the global comparison, we can note similar tendencies.
For atypical sessions, queries are longer on average (by 1.7 terms) compared to the user’s
typical sessions, and use a wider selection of unique terms (an average of 1.55 more).
Dwell times shrink and rankings are somewhat less optimal. Again, we note a higher
textual complexity of documents that satisfy atypical information needs. These distinct
characteristics of typical and atypical search sessions are also reflected in the resulting
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Table 3.4: Prominent topics in atypical sessions.

Category atypical freq. typical freq.

Medical 49% 3%
Computers 21% 9%

Crafting 7% 3%
Cooking 5% 5%

Pets 4% 2%
Administrative 4% 2%

Travel 3% 7%
Other 7% 69%

retrieval performance. An indication of this trend can be found in the number of ses-
sions that are abandoned without a single user click. This occurs 17% more frequently
for atypical sessions than for typical ones.

Finally, we are interested in the content and cause of atypical search sessions. We
manually grouped the 166 atypical sessions from M4 according to their high-level topic.
Table 3.4 shows an overview of the most prominent resulting categories. Almost half of
the atypical search sessions are concerned with health and medical information. Queries
in these sessions are often dedicated to getting advice on healthy diets or finding infor-
mation about causes and cures for certain medical conditions. Technical and computer
queries are another major reason for atypical sessions. Typically computer problems
such as viruses, or requests for help on diagnostic procedures, can be found in this group.
The remaining 30% of atypical queries are distributed across a wide range of topics. In-
structions for claiming taxes, preparing foreign recipes, or caring for pets were among
the most prominent queries. To set these numbers into perspective, we contrast them
with the overall frequencies of the respective categories in the same period. Interest-
ingly enough, we note that many of the dominant topics in atypical sessions occur at
significantly different frequencies than in the global collection. For example, medical
and technical queries are significantly less common in the set of general queries. On the
other hand, generally popular topics such as inquiries about celebrities, sports, or films
are rarely found in the set of atypical sessions.

With respect to our first research question, we conclude that atypical Web search ses-
sions are events that affect the majority of users. Often, they occur when users seek ad-
vice on unfamiliar subjects outside of their topical area of expertise. As the users struggle
with finding the appropriate keywords in the unknown domain, many affected queries
are natural language questions, a class of queries that is known to often yield inferior re-
sult quality [28]. In Section 3.4, we will demonstrate that state-of-the-art personalization
techniques achieve inferior results on atypical sessions.

3.3. Identifying atypical sessions
The previous section summarized the concept and extent of atypical search sessions.
In this section, we turn towards automatically identifying atypical search sessions and
queries in order to appropriately react to the different nature of the information need.
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While, ultimately, it would be desirable to classify ongoing sessions to directly benefit
retrieval performance, this first investigation of using typicality information for search
personalization addresses sessions in a post-hoc fashion. To this end, we propose a two-
step approach: First, we model user interests, preferences and querying style in the form
of a profile, e.g. based on past sessions. Then, for new sessions, we measure the coher-
ence with the existing profile. Based on the findings summarized in Section 3.2, as well
as previous work, our classification scheme employs 2 distinct types of features: (1) Di-
rect observations from the current search session. (2) Coherence of the current session
with the user profile.

Session-level features
Session length Search sessions within a well-known topical area are typically shorter

than those issued by users exploring a novel domain. In the latter case, frequent
query reformulations can be expected as the user closes in on the desired informa-
tion. To measure this effect, we consider the number of queries issued per session.
In the previous section, this feature could not be confirmed to indicate session
typicality when inspected in isolation. We include it in our classification scheme
to test its validity in interplay with other features.

Query length Atypical queries, on average, were found to be longer than typical ones.
We use the average number of terms per query as a feature.

Unique terms per session Previously, we saw that there are significant differences in
how deeply typical and atypical sessions explore a given topic by using a wide or
narrow vocabulary. We measure the number of unique terms per session as an
indicator of topic exploration vs. focused search.

Question query ratio In our qualitative analysis, we observed that many atypical ses-
sions contain natural language questions. To account for this fact, we measure
the ratio of queries per session that contain at least one of the following question
words: What, Where, When, Why, Who, How.

Advanced operator ratio Previous work by Aula et al. [21] on the nature of unsuccessful
and difficult search sessions, found that struggling searchers tend to make more
use of otherwise often neglected advanced querying operators. We denote the ra-
tio of queries per session employing at least one of the following advanced opera-
tors: AND, OR, NOT and literal text matches indicated by quotation marks.

Position of longest query The query editing history has been previously reported to hold
information about the success rate of a search session [21]. Successful sessions
tend to end in the longest query, as the user has sufficiently narrowed down the
scope of the result set. On the other hand, unsuccessful sessions often see several
iterations of specifications and generalizations before the search is finally aban-
doned. In the latter case the longest query can be found in the middle of the
search session. We employ this observation by considering the relative position
of the longest query as a feature (i.e., the rank of the longest query divided by the
overall number of queries in the session).
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POS ratios Our analysis of atypical sessions showed a high number of natural language
queries. In order to exploit this apparently different syntactic structure of regular
and atypical queries, we apply Part-of-Speech (POS) tagging and note the relative
frequencies of nouns, verbs, adjectives, and miscellaneous constituents (anything
that could not be grouped into one of the previous categories). We assume that
natural language queries will display a lower ratio of verbs and nouns but more of
the “syntactic glue”, such as prepositions, that fall into the miscellaneous category.

Clicks per query Previous work (e.g., [1] and [235]) found domain experts to be more ac-
tive and to generally explore more results per query than non-experts. We measure
the average number of clicks each query receives in order to account for different
degrees of user activity and proficiency in the target domain.

SAT clicks per query Similarly to clicks per query, we consider the relative frequency
with which SAT clicks (clicks with a dwell time of at least 30 seconds) occur. More
frequent SAT clicks can indicate a better ability to formulate successful queries and
identify relevant material in the result lists [96].

SAT click ratio In relation to the previous two features, we measure the relative number
of satisfied clicks. A high ratio indicates efficient search behaviour with targeted
clicks on relevant material. Atypical search sessions are expected to display com-
parably lower ratios.

SAT click dwell time In Section 3.2, we saw shorter dwell times on the results of atypical
sessions. In order to measure the degree to which the current result list satisfies
the user, we report the average dwell time of all satisfied clicks in the session.

Median SAT clicked rank Previously, we observed a difference in ranking quality for reg-
ular and atypical sessions. For the latter, the user was more often forced to visit
lower ranks of the result list. We account for this difference by measuring the me-
dian rank per session on which a SAT click was registered.

Reading level When faced with an unfamiliar problem, users are not always able to
maintain their usual preferences for (typically lower) textual complexity. Due to
the novel domain, they might lack the necessary knowledge for finding adequate,
yet easy-to-understand material. Alternatively, the domain might inherently be of
a more complex nature. We follow up on this notion by measuring the average
reading level (as estimated using the classifier described by Collins-Thompson et
al. [53]) of all clicked search results per session.

SAT-clicked RL Similarly to the previous feature, here we only consider SAT-clicked pages.
This distinction has been used in the previous section and was observed to sepa-
rate regular and atypical search sessions better than considering all clicks.

Topical flags In the previous section, we saw that certain topics are more dominant
in the group of atypical queries than others. To reflect this, we include a signal
that indicates whether the current session serves, e.g. a medical information need.
Since the actual distribution of topics underlying the user’s information need is
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unknown, we employ topical classification of clicked results and note the rela-
tive frequency at which we observe the following categories: Medical, Computers,
Crafting, Cooking, Pets, Administrative, Travel.

Unique topics per session Exploratory sessions in a novel topical domain tend to be
more diverse than regular ones. Again, we classify all clicked search results into
ODP categories and report the number of unique categories per session as a mea-
sure of coherence and focus.

Profile-based features
For each session-based feature above, we compute a corresponding coherence feature
with respect to the user’s profile. More specifically, we compute the difference between
the session feature for the current session, and its historical average value across a user’s
previous sessions. For example, the length of the current session, minus the average ses-
sion length across the profiling duration, will give the session length coherence feature.
Additionally, two new feature types are considered.

Query term coherence For each user, we collect frequency counts of all query terms
during the profiling duration. For each new session we do the same. Both pro-
file and session can now be projected into a vector space with one dimension per
unique term and frequency counts as components. We measure vocabulary co-
herence in terms of cosine distance between previous query terms and the current
session.

Topic coherence Analogously, we also measure coherence in terms of topics, using co-
sine distance across topical vectors to account for sudden changes in the general
subject domain.

For a high-level understanding of the problem domain, we computed estimates of
the informativeness of all previously presented features. Table 3.5 shows a ranking of
the 10 strongest features (out of 34 total) according to Information Gain (IG) and a χ2

test. The feature rankings produced by the respective methods are largely consistent,
with a few swaps at lower ranks. The strongest feature overall was the difference in query
length from the user’s previous profile (query length coherence), followed by the abso-
lute query length. A majority (7 out of 10) of the high-ranking features are directly based
on query information. Additional important signals are those based on the reading level
of SAT-clicked pages (SAT RL) as well as the estimated difference in page topics (topic
coherence). We note a balanced mixture of session- and profile-based features in the
top 10.

Classification
We applied the above features to the binary classification task of predicting whether a
session was typical or atypical, relative to a given user’s profile. We compared several dif-
ferent classification models, including support vector machines and various regression
methods, using the Weka toolkit [87]. The data set was split into distinct stratified train-
ing (90%) and test (10%) sets, such that no unique user’s sessions were present in both
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Table 3.5: 10 strongest features for identifying atypical search sessions by information gain and χ2.

Feature Rank by IG Rank by χ2

query length coherence 1 1
query length 2 2

question ratio 3 4
verb ratio coherence 4 3

topic coherence 5 5
longest query position 6 8

SAT RL 7 6
SAT RL coherence 8 7

adjective ratio coherence 9 9
noun ratio 10 10

sets. The session labels were obtained as described in Sec. 3.2. Consistently, the best
results on the training set were achieved by a logistic regression classifier that reached
a final performance of F1 = 0.84 (P = 0.82 and R = 0.86). When moving from the cross-
validation setting on the training set to the previously unseen test set, we observed a final
score of F1 = 0.74 (P = 0.8 and R = 0.68). This number is close to a human annotator’s
accuracy of agreeing with the annotator majority vote label (F1 = 0.79).

We investigated how the amount of previous search history used to compute fea-
tures affected the classification performance in finding atypical sessions. Figure 3.4
shows cross-validation performance of the logistic regression classifier as a function of
the number of search sessions per user that were used for building profiles. While per-
formance rises quickly across the first sessions per user, scores level out between 18 and
20 sessions. At this point, no significant differences from the previously observed over-
all performance of F1 = 0.84 can be observed. 95% of our users issued this threshold
amount of 20 sessions across 14 days. Using longer search histories beyond this two-
week threshold (e.g., from M2 and M1) for profiling did not result in statistically signifi-
cant performance changes.

With respect to our second research question, we conclude that automatic classifica-
tion methods based on direct session-level features and coherence-from-profile features
can be effective at estimating a search session’s degree of typicality. Additionally, we note
that a few weeks of query logs (between 1 and 2 weeks) were sufficient to make reliable
typicality decisions for an individual user.

3.4. Retrieval experiments
After examining properties of atypical search sessions (Section 3.2) and describing an
automatic scheme for identifying them (Section 3.3), we now turn towards improving
retrieval performance for atypical search sessions. Previously, we conducted our investi-
gations on a sample of the 200 most active users. Now, we apply the insights gained from
the qualitative setting to Web-scale retrieval tasks on a much larger dataset, as described
next.
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Figure 3.4: Classification performance as a function of the number of sessions per user in training set.

Method
Our study in this section closely follows recent research by Bennett et al. [31], and so
we summarize that work briefly. In Bennett et al., the authors examined a rich family
of modelling techniques for search personalization, looking at how different scopes of
search and interaction history affected search personalization performance. They de-
fined three key scope types: (1) Session considers all previous queries and actions from
the current session. (2) Historic includes all previous actions and queries except for
those in the current session. (3) Aggregate considers all previous actions before the cur-
rent query. In addition to temporal extent, they considered several other factors used
in earlier personalization research, including related queries and results in the profile.
For each related query a score based on the weight of related queries, the similarity of
the related results to the current result and the action taken on related results (e.g., click,
skip) was computed and used to re-rank the current results. Then, they used a unified
re-ranking framework that comprised the following components:

rel(q,u) For each new query q issued by user u, this function returns a set of related
past queries qr from the same user.

view(u) Denotes the temporal view on the user u. Different temporal views can limit the
scope of rel(q,u). Possible settings for view(u) are: session, historic and aggregate.
Their concrete definitions will be given later in this section.

w(qr , q,u) Each related query qr is assigned a relatedness score. We abbreviate it as wqr .

results(qr ) For each related query qr , a set of previously returned results dqr is stored.
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sim(dqr ,d) This function determines the similarity between a current result for query q
and past results for related query qr .

action(qr ,dqr ) The action the user took for the previously seen result dqr for query qr .
Actions, such as SAT clicks, can indicate document relevance (e.g., [74, 78]).

Given the above components, many commonly studied personalization features can
be represented as triples of < q,d ,u >. The feature score f (q,d ,u) presented by [31] is:

f (q,d ,u) = ∑
qr ∈R

wqr

∑
dqr

sim(dqr ,d)action(qr ,dqr ) (3.1)

where R = {q : q ∈ rel(q,u) |q ∈ view(u)}.
A key finding in [31] was that the aggregate context scope achieved better overall im-

provements in MAP of satisfied clicks than either session or historic. The authors noted
that some sessions showed performance losses, which might be attributable to sessions
in which users look for very different material than what they are usually interested in.
We hypothesize that the atypical sessions studied in this paper are examples of this class
of sessions. Thus, as a first step towards personalization of atypical search needs, we in-
vestigate the performance of the above personalization framework on typical and atypi-
cal search sessions.

Experiments
To ensure comparability of results, we identically replicated the original experiment set-
ting used in [31], with the same underlying dataset. Our experiments ranged over an
8-week period based on logs collected in July and August 2011. The selection covers
155,000 unique users and 10.4 million sessions, with an average of 174.4 queries per user
and 2.61 queries per session. All reported results are mean values across 5 stratified ex-
periment folds.

The features derived from the above framework were used to train a LambdaMART
learning algorithm [238] for re-ranking the top 10 returned results. The goal was to pro-
duce an optimized ranking, and, following Fox et al. [74], positive judgements were as-
signed to satisfied result clicks (SAT clicks). We estimated session typicality with the lo-
gistic regression classifier that was described in Section 3.3.

Table 3.6 compares the MAP re-ranking performance gains using session, historic and
aggregate profiles over the original search engine ranking. We are also interested in the
proportion of searches that were (positively or negatively) affected by the re-ranking.
Consequently, we report the ratio of sessions whose MAP scores improve to those whose
MAP score worsened. MAP scores are computed as the mean of average precision across
the top 10 retrieved results. Cases in which the performance on atypical sessions dif-
fers significantly from that of typical ones are marked with an asterisk (determined via
Wilcoxon signed-rank test at α< 0.05-level). We confirmed the previous finding of Ben-
nett et al. [31], that aggregate profiles lead to the highest overall performance gains for
typical sessions. However, as hypothesised, atypical sessions show a very different trend.
Session-level information yields the strongest gains, followed by aggregate information.
Interestingly, re-ranking using historic (pre-session) profiles is worse than the original
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Table 3.6: Personalization for atypical search sessions.

δMAP

session historic aggregate
typical 0.0023 0.0047 0.0064

atypical 0.0067* -0.001* 0.0059*
#improved
#worsened

session historic aggregate
typical 1.56 1.26 1.48

atypical 1.79* 0.91* 1.5

Table 3.7: Session and historic information for search personalization.

% improved % worsened #improved
#worsened δMAP

session 3.32% 2.1% 1.58 0.00247
historic 3.53% 2.83% 1.25 0.00454

session/historic hybrid 4.11%* 2.6% 1.58 0.0055*

ranking for atypical sessions. All performance differences between different informa-
tion sources for the same class of sessions (e.g., historic vs. aggregate information for
typical sessions) are statistically significant.

We now address this difference between personalization performance for typical and
atypical search sessions. Rather than uniformly applying one type of search history for
personalization, we propose a hybrid approach that uses an initial classification step to
predict whether the user is enacting a typical vs atypical session. Then, for all typical
sessions, we apply historic personalization, and for atypical sessions, we rely exclusively
on session-level information. Table 3.7 shows the overall performance gains of the pro-
posed hybrid approach compared to both constituent methods in isolation. Significant
improvements over both constituent methods are marked with an asterisk. Despite the
relatively low frequency of atypical sessions, there are substantial gains in overall per-
formance over the original search engine ranking. This tendency is also reflected in the
case-based improvement and loss ratios. Atypical sessions see significantly more perfor-
mance losses than gains when exclusively using historic profiles.

Finally, we conduct the analogous experiment for hybrid session-level and aggre-
gate personalization. Table 3.8 shows the result of this alternative setup. We can note
that the improvements over the original search engine ranking are consistently higher

Table 3.8: Session and aggregate information for search personalization.

% improved % worsened #improved
#worsened δMAP

session 3.32% 2.1% 1.58 0.00247
aggregate 4.9% 3.31% 1.48 0.00637

session/aggregate 4.83% 3.19% 1.52 0.00639*
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than in the previous case. The gain of the hybrid method over uniform application of
aggregate personalization shrinks, yet remains significant. This makes intuitive sense as
aggregate histories already inherently contain session-level information. The ratio of im-
provements and performance losses remains largely stable. With respect to our third re-
search question, we were able to obtain significant personalization improvements when
identifying atypical sessions first and treating them differently from typical ones during
re-ranking, by applying short-term session-level personalization rather than the historic
or aggregated versions.

3.5. Conclusion
While previous work on search personalization has focused on the problem of matching
content to a user profile, in Research Question 1.c), we hypothesize that even when a
person’s individual preferences are known, the situational context can have significant
influence on document relevance. The original motivation, urgency of the information
need, etc. may critically affect the searcher’s relevance criteria. We demonstrate this
by investigating atypical information needs. For such sessions, matching against the
user’s existing profile may not be accurate or desirable. Atypical searches are particularly
interesting because in many cases they correspond to high-motivation needs in which
the user exhibits a willingness to stretch their own boundaries for what is familiar or
easy. Based on human labelling of “typical” vs. “atypical” sessions from several months of
commercial search logs, we analysed topic, reading level, and session-level properties of
atypical sessions. We found significant differences between typical and atypical sessions:
certain topics such as medical information and technical support were much more likely
to arise in atypical sessions, along with query features such as increased term count,
more unique terms, and more natural language-type terms. We showed how atypical
sessions could be successfully identified using a classification approach that combined
session-level and profile-based features. Finally, addressing Research Question 1.d), we
showed that the ability to identify atypical sessions results in significant performance
gains for search personalization based on short- and long-term user profiles.

One important implication of the study presented in this chapter is that a user’s mo-
tivation to succeed at a search, and the corresponding utility they place on finding the
information, might be estimated in part by the effort or risk they are willing to take to get
the information: an application of the classic von Neumann-Morganstern definition of
economic utility. By “risk” we have in mind a compound quantity that captures both a)
the uncertainty of relevance for the information sources the user is accessing, as mea-
sured by proxy quantities such as how “unfamiliar” or “new” a source is for that user, and
b) the opportunity cost that the user perceives from accessing these unknown informa-
tion sources with uncertain pay-off compared to accessing a known source with more
certain pay-off. This is a different dimension of user effort than is captured by existing
behaviour-oriented measures like user frustration, since it accounts for content-based
factors such as the unfamiliarity and difficulty of the material being retrieved, and the
quality of alternatives that may be available. We believe these connections to economic
utility theory as well as related work on information foraging [171] could be a rich area
for further exploration. This could for example be achieved by integrating information
about the searcher’s situational context into information scent models.
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4
Automatic Estimation of

Relevance

I never predict anything.
And I never will.

-Paul Gascoigne, Footballer

Enabled by the significant amounts of data available on the Internet, data-driven
automatic classification methods are applied for a wide number of tasks. In this chapter,
we will discuss 3 fundamental automatic means of determining relevance dimensions.
In Section 4.1, we will present content-based methods that rely on the actual data in
the document (e.g., a Web page’s text, the visual content of an image or video, or, the
audio signal of a piece of music). As a concrete use case, we will predict how suitable
Web sites are for children of a given age based on the Web sites’ content. Section 4.2
investigates the use of interaction data for estimating relevance dimensions. Concretely,
we use the vast comment streams dedicated to shared videos on YouTube in order to
estimate the topical relevance of the respective videos without taking into account the
actual audio-visual content of the document. Finally, in Section 4.3, we close the circle by
employing information on both content and interaction in the inference process. Here,
we will determine the child suitability of shared YouTube videos.
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4.1. Content-based Methods
The use of the Internet has become an integral part of most people’s lives. This tendency
also holds true for children who naturally adopt the behaviour that is displayed by par-
ents and teachers. According to Wartella et al. [231], the age at which children have their
first contact with the Internet has become consistently and significantly lower over the
last years. Even adult users often struggle to cope with the amounts of information on
the Web. Judging which content is relevant for their information need can be hard. Chil-
dren face the same challenges, but have been reported to are at an even greater disad-
vantage. Schacter et al. [188] reported very young searchers to unquestioningly believe
in any kind of information and to readily absorb new knowledge. While this in general
is a desirable and essential characteristic that enables children to easily acquire large
amounts of information such as new words, in the case of the Internet it imposes poten-
tial dangers. Several popular Web search engines such as Google and Yahoo! even state
in their terms of service12 that their search should not be used by minors. It is hardly
possible to continuously supervise children’s Internet usage in person as would be nec-
essary in order to make sure that they are not exposed to inappropriate content. Recent
surveys (e.g., [163]) found that approximately 40% of UK children aged 5-15 years regu-
larly access the Internet without parental guidance or supervision. An automatic means
of determining child-appropriateness of Web pages cannot replace a caring adult, but,
considering the empirical evidence, any step towards a safer Internet for children can be
considered highly desirable.

State-of-the-art Web search engines can greatly benefit from content-based methods
of finding children’s Web sites. At the moment children’s search resources are typically
directories of manually selected Web pages. As such, they offer high quality children’s
pages, but due to the high amount of manual labour involved in their curation, they
are less flexible and have only a limited coverage in comparison to what an automatic
approach could achieve. Examples of current Web search facilities for children are Ask
Kids3, or the recently discontinued Yahoo! Kids4. It is important to note that assur-
ing content appropriateness exceeds filtering offensive material. Most state-of-the-art
search engines offer safe search functionalities that reliably remove adult material. This
kind of filtering usually takes a topical approach, which is already well-understood. No-
tions of text difficulty and age-appropriate Web site design however can be largely in-
dependent of the page topic and should strongly contribute to the decision of showing
a certain page to a child. An automatic solution should take care of various aspects,
assessing appropriateness in terms of topical relevance, textual content difficulty and
presentation style. In this section, we will show content-based techniques can be used
in order to make the multi-faceted suitability decision.

While automatic measures of content appropriateness and suitability are not very
well explored, as early as in the 1950s, we can find advances by McLaughlin [152] into
designing readability measures that would capture the difficulty of a natural language
text. Collins-Thompson and Callan [52] investigated the use of language models to es-

1 http://www.google.com/accounts/TOS
2 http://info.yahoo.com/legal/us/yahoo/utos/
3 http://sp.askkids.com/docs/askkids/
4 http://Web.archive.org/web/20130115051736/http://kids.yahoo.com/

http://www.google.com/accounts/TOS
http://info.yahoo.com/legal/us/yahoo/utos/
http://sp.askkids.com/docs/askkids/
http://Web.archive.org/web/20130115051736/http://kids.yahoo.com/
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timate reading difficulty. They employed various modified naive Bayes models to repre-
sent different reader age groups. Schwarm and Ostendorf [194] applied support vector
machines to determine a text’s reading level, using a wider range of features such as for
example linguistically-motivated information. The state of the art mainly focused on
shallow features. Recent work on readability assessment now also employs grammar-
and discourse-level features [42, 70]. Previous work by Bennett et al. [29], reported the
Kids & Teens category to yield particularly low result scores. Classification based on
the Open Directory Project (ODP) or similar Web topologies typically benefits from ex-
ploiting topic-inherent similarities within each topical category. Those occur less fre-
quently in a heterogeneous category such as Kids & Teens which can deal with an ar-
bitrary range of topics as long as the pages satisfy the suitability requirements. For this
reason Gabrilovich and Markovitch [77] altogether excluded this branch due to its dif-
ferent structure. This tendency suggests that classification based on purely topical Web
site aspects is not sufficient for the task of finding children’s resources. The fact that
children’s search engines still heavily rely on manual classification strongly supports this
hypothesis.

Non-topical Web classification has been a thriving field for applications. Kolari et
al. [115] automatically identify Weblogs, Castillo et al. [47] use it for Web spam detection,
and Liu et al. [135] employ it for sentiment analysis. In the course of this section, we will
see that neither readability measures nor language modelling approaches are satisfying
predictors of suitability when considered in isolation. We will introduce a more appro-
priate way of identifying children’s pages by combining topical and non-topical aspects
taking into account the specific needs of children.

Feature Extraction
Our experimental dataset was acquired using the Open Directory Project. In this Inter-
net directory, Web pages are represented as leaves in a hierarchical topical tree. The Kids
& Teens section of the ODP has human annotators categorize Web pages and, if appro-
priate, set one or several of the age flags {kid (≤12), teen (13-15), mature teen (16-18)}
indicating that the page’s content is suitable for those age groups. The ODP editors state
in their content selection guidelines that a good children’s Web page should be:

• informative
• age-appropriate
• non-commercial
• for children, not about children

We identified parallel categories between the children’s branch and the general tree
to select Web pages that deal with the same topic from an adult/ child perspective. This
way we hope to reduce the topic-specific noise in the pages and to detect age-specific
patterns that can be used for classification. The specific information needs of teens and
mature teens are in the middle ground between those of children and adults. We kept
only pages suitable for children in order to get clearly disjoint categories for this study.
Since many of our features are language-dependent we concentrate on English resources
by excluding the World and Regional branches of the ODP as suggested by for example
[29]. We extracted a training set of 20,778 Web pages (6225 for children and 14553 for
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adults) from a range of 1350 distinct topics. Among the kids pages, a share of 27% were
deemed suitable exclusively for children.

Determining the child appropriateness of Web content is a novel task for which we
explored a wide range of prospective features that reflect human notions of Web site
child-suitability. To better understand what this means for Web pages we will discuss in
detail the various criteria that qualify a “good” children’s page. The two main dimensions
of appropriateness are child-friendliness and focus towards child audiences.

The decision of what qualifies as child-friendly should ultimately be made by chil-
dren. Based on recent studies on children’s preferences towards Web sites [44], [124],
[159], and, [162], we propose a range of child-friendliness criteria5. We try to formalize
their findings, discussing child-friendliness in terms of complexity of text, presentation
style, navigational as well as ethical considerations.

Complexity of text
There are significant differences between texts suitable for children who are inexperi-
enced readers at best and those for adults. We expect child-friendly Web pages to rely on
a language use and general design of textual resources that respect these specific aspects.

Shallow features (12) State-of-the-art text readability assessment often uses shallow
characteristics as a measure of syntactic text complexity. There are commonly assumed
to be significant differences in complexity between texts for children and adults. Ex-
amples of features in this category are the average number of words per sentence, the
number of complex (3+ syllables) words, or the average word length.

Readability scores (8) According to Klare [112], a more high-level notion of syntactic
complexity is delivered by automatic readability scores. Most of them are linear combi-
nations of several shallow features that result in an age group whose members should
be able to understand the evaluated text. Examples are the well-known ARI or Coleman-
Liau measures.

Part-of-speech features (5) The features in this category are based on the notion of
syntactic differences between adult and children’s texts on a higher linguistic level than
could be captured by mere shallow features. Statistics of POS tag distribution are gener-
ated for the textual page content. They include various POS parse tree statistics as, for
example, the average number of noun phrases per sentence or the token/type ratio of
observed words.

Entity occurrences (6) Commonly, children’s text is not only syntactically, but also se-
mantically, simpler than general text. Children’s cognitive abilities are not yet suited for
understanding complex texts, as for example newspaper articles, which often contain
several different entities per sentence. Feng et al. [71] see this reflected by a smaller
number of entities per article and per sentence in low reading level texts. We use the
LingPipe toolkit6 to extract the entity types person, location and organization.

5 The numbers in brackets denote the number of distinct features within each category.
6 http://alias-i.com/lingpipe/

http://alias-i.com/lingpipe/
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OOV rates (8) On child-friendly Web sites we notice not only a simpler text structure in
terms of shorter sentences containing less named entities, but also the use of more basic
language. To reflect this difference, we constructed 7 distinct vocabularies of the most
frequent/ most basic English words. We expect the out of vocabulary (OOV) rates of adult
texts for these vocabularies to be higher than those of children’s texts which commonly
use a smaller and simpler range of words. We use an additional vocabulary of academic
terms for which the opposite tendency is expected.

Wiktionary features (4) A possible way of capturing textual complexity makes use of
the Wiktionary on-line dictionary. Ambiguous words which have a number of possi-
ble meanings (dictionary definitions) are supposedly harder to understand and use than
unambiguous ones. The great coverage of Wiktionary should enable us to capture vo-
cabulary difficulty and cognitive complexity of texts in a more universal way than mere
OOV rates would allow. We use statistics on, for example, the average number of defi-
nitions or average definition length of a page’s textual content to represent its cognitive
complexity.

Presentation
Child-friendly Web sites should be presented in a way that is appealing to children. They
should make use of the types of media that children, even at younger ages, are familiar
with. While longer textual resources often cause frustration, the use of videos, images
and colours in general have been shown to appeal to them. Large et al. [124] concluded
that a page’s content can be relevant and still children will not look at it unless its presen-
tation is also attractive. In this work we will measure child friendliness of presentation
through HTML page characteristics as well as visual features.

HTML features (10) Many high quality children’s pages run a great number of scripts
and animations in order to offer an interesting and accessible interface for an audience
with limited reading abilities. We incorporate various HTML features as for example the
tag distribution or the number of scripts on a page in order to capture the page’s specific
presentation style. Especially scripts were expected to be a strong indicator of child-
friendliness.

Visual features (8) Child-friendly Web pages often rely on great numbers of images to
convey their message. Especially for age groups that have not yet developed high literacy
skills, visual resources are easier to understand. To further pursue this notion, we analyse
the use of visual elements in terms of the number, type and size of pictures on the page.

Navigational
While the previous two aspects of child-friendliness were concerned with the page’s con-
tent, navigational aspects target the embedding of the page into its link neighbourhood.
Previous research in topical classification of Web pages by Qi and Davison [174] has
found that a page’s neighbours are strong indicators of its topic. However the assump-
tion that pages on a given topic contain links to or are linked from other pages on that
topic does not always hold. If we however transfer the same principle onto an age-scale
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it may prove even more powerful as children’s pages regardless of the actual topic should
not link to non-child-friendly pages [86]. Large et al. [123] found that children prefer
browsing over searching and generally trust links without closer inspection of anchor
text. This exploratory search behaviour of children requires that safe children’s Web sites
do not contain links to Web pages for adults.

Link neighbourhood features (2) We use a basic version (without neighbourhood anal-
ysis) of our classifier to analyse a Web page’s outgoing links. The share of pages that
were classified as for adults/ for kids with at least a given threshold confidence are in-
corporated as features. Link analysis approaches sometimes take into account not only
the page’s immediate neighbourhood but also pages with a distance of 2 or more links.
Since using more than one level of neighbouring pages did not yield significantly better
results for our application, we restrict the neighbourhood to Web sites directly linked
on the classified page to limit computational cost. Although previous work has analysed
incoming links, we exclusively consider outgoing links. The reason for this is the hypoth-
esis on which these features are built. While a children’s page should not link to an adult
page, there is no such limitation for an average page for adults.

Ethical
The final dimension of child-friendliness to be considered in this work is based on ethical
considerations. The particular ethical concern lies in the presenting of advertisement to
children who Nielsen [162] found to be less resistant to marketing strategies than adults.

Commercial intent (1) As stated in the ODP’s content guidelines child pages should
not be of commercial nature even though their products (e.g., toys) may be targeted to-
wards children. We use the Microsoft AdCenter on-line commercial intent detection [59]
as an indicator of suitability. Pages with a high likelihood of commercial intent are con-
sidered not child-friendly. It is important to note that there are two possible reasons for
commercial intent on Web pages. A given page can either offer products or services it-
self or display advertisements which lead to actual commercial pages. Both variants are
considered inappropriate for children as they clearly try to exploit their inexperience.

Focus towards children
Sometimes, Web pages are easy to understand and not harmful, although they do not
convey the impression of being intended for children. These pages qualify as child-
friendly according to all previously discussed dimensions but they are not targeted to-
wards a child audience. To capture this second aspect of appropriateness, we will discuss
what makes a page focused on children. Often this focus is already expressed through
the choice of topic, and, some topics such as colouring books or The Sesame Street are
mainly interesting for children. Focus can also be visible in the way the reader is ad-
dressed on the page. Web sites focusing on child audiences often employ a distinct style
of addressing them (e.g., using child talk or diminutives).

LM scores (9) Language models have been widely shown to be strong representations
of topical affiliation in Web scenarios. Using a language modelling approach, we hope to
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capture the language use specific to children’s Web pages. Textual resources from Sim-
ple Wiktionary7 (18,206 entries), Simple Wikipedia 8 (108 articles) and Web page content
for children (A subset of DMOZ pages topically disjoint from our training and test sets)
are used to build up character-n-gram, uni-gram and token-n-gram language models
for this purpose. We used the simple Wikipedia and Wiktionary versions because their
more basic language use is easier to understand for young readers and thus closer to
the language good children’s pages will display. The language model score PLM (T |cat )
is computed as the maximum likelihood estimate of the observed text T given the cate-
gory’s language model.

PLM (T |cat ) =∏
t∈T PLM (t |cat ) PLM (t |cat ) =λ count (t ,cat )

|cat | + (1−λ)Pbacko f f (t )

For each term, the number of occurrences within the category count (t ,cat ), divided
by the overall number of category terms |cat | is computed. An interpolated character-n-
gram model Pbacko f f (t ) serves for smoothing purposes in Jelinek-Mercer fashion with
smoothing factor λ. Each page is scored against these models and the scores are used as
features.

Reference features (2) In order to find children’s pages, we localized cue words (con-
sidering all affixations of the terms “child” and “kid” and manually rejecting those terms
that had no relevance to the children’s domain, e.g., “kidney”). We analysed text win-
dows of variable size around these terms. N-gram counts for the windows are collected.
The notion behind using this approach is that there should be a difference in the way
children are referred to on general pages as opposed to on child pages. On a general
page about education or childcare we expect to observe higher frequencies of strings
like “your child” or “the average child”. Here children are talked about. The reference
style should be different on actual children’s pages where phrases like “for kids” or “us
kids” in which kids are talked to are assumed to be more dominant. Finally the share of
about-references and to-references are reported as features.

p(ki d s|pag e) = 1
|Mn,pag e |

∑
w∈Mn,pag e p(ki d s|w) p(ki d s|w) =

{
1 i f cr el (w) > δthr eshol d

0 el se

cr el (w) = count (w,ki d s)
count (w)

Where Mn,pag e denotes the set of text windows of size n around the page’s cue word
occurrences. p(ki d s|w) expresses whether the term w is a to-reference. cr el (w) is the ra-
tio of n-gram w ’s occurrences on children’s pages versus its general frequency. δthr eshol d

is the threshold value of cr el (w). Only terms w that reach this threshold are considered
relevant. Best results could be achieved for a window size of 2 words (one before and one
after the actual cue word) and a δthr eshol d of 0.66.

7 http://simple.wiktionary.org
8 http://simple.wikipedia.org

http://simple. wiktionary.org
http:// simple.wikipedia.org
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URL features (5) Well-designed Web sites put considerable effort into the choice of
domain name. Good examples are www.pbskids.org or www.kidsdinos.com. Previous
surveys by Large et al. [124] even found that children preferred pages with funny URL
names. We inspect the occurrences of child terms within the URL by considering all its
sub-strings that form valid terms contained in our simple Wikipedia vocabulary. The
maximum likelihood estimate of these terms according to our children’s text language
model is incorporated as an additional feature.

Page segmentation
Previous research by Golub and Ardö [83] has shown page segmentation to be beneficial
for Web page classification. We investigated its impact by splitting the Web pages into
title, headlines, anchor texts and main text. For each of these segments, the above fea-
tures were extracted and used as an extended feature space. Some features have to be
considered on page level rather than on segment level. Therefore the HTML, URL and
visual features, a page’s commercial intent and its link neighbourhood are extracted per
page rather than per segment. Using page segmentation, the original set of 80 features is
strongly enlarged, yielding a 242-dimensional new feature space. A complete overview
of all features used in this work can be found in Appendix 1.

Feature Analysis & Selection
Previously, we introduced a number of promising features founded on very different as-
sumptions, which we assumed will capture the essence of what makes a good children’s
Web site. Our aim is, however, to gain a deeper understanding of what makes a Web
site a suitable and valuable resource for children. Trying to comprehend the individual
contributions of each of the features in a 242-dimensional space is however hardly pos-
sible for humans. Therefore, we employ different means of feature subset selection and
feature/category evaluation in order to better understand how to automatically assess
suitability.

Reducing the number of features is not just helpful for human interpretation of re-
sults, but often also beneficial for classification performance. Several state-of-the-art
machine learning methods tend to perform sub-optimally when facing a large number
of redundant or even irrelevant features.

An accepted and well-known estimator of feature performance is given by the mutual
information I between features and the class label. It measures the reduction in entropy
when introducing an additional feature. To get a first notion of the importance of the
various features described previously, we rank them by their mutual information. Table
4.1 shows the top 10 features according to this ranking.

The strongest overall feature according to mutual information is the share of linked
pages that were classified as suitable for children. This supports Gyllstrom and Moens’
finding that Web page neighbourhoods should be homogeneous for good children’s pages
[86]. The high ranking of the number of occurrences of the term “kid” on the page as well
as the child reference ratios for main text and title follow the requirement that children’s
Web pages should be targeted towards them. As required good children’s pages will men-
tion kids (kid term occurrence) and will address them (high child reference ratio) rather
than talk about them. Finally, among the top-rated dimensions, we observe many fea-

www.pbskids.org
www.kidsdinos.com
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Table 4.1: Top 10 features by mutual information

Feature I

Child neighbourhood rate 0.050
Occurrences of “kid” in main text 0.026

Kid’s 1-gram LM on title 0.021
Kid’s 3-gram LM on title 0.016
Wiki 3-gram LM on title 0.016

Wiktionary 3-gram LM on title 0.016
To-references on title 0.014

Coleman-Liau on headlines 0.013
To-references on main text 0.012
Kid’s character LM on title 0.010

Table 4.2: Avg. Mutual information by categories.

Category Average I

Neighbourhood 0.0280
LM 0.0050

URL 0.0049
Reference 0.0043

Visual 0.0034
Shallow 0.0022

POS 0.0022
HTML 0.0020

Readability 0.0020
Entity 0.0013

Wiktionary 0.0010
OOV 0.0009

Commercial 0.0007

tures from the title segment and the category of language models. This suggests that,
despite its relative brevity, the title of a Web page is a strong predictor of its suitability,
and that strong indicators of suitability are encoded within the page’s vocabulary use.

To further inspect the predictive potential of individual Web page aspects, we com-
pare average mutual information scores per category in order to see which categories
contribute most to the reduction of entropy. The results of this comparison can be found
in Table 4.2. We can observe the same tendency that already emerged in the top 10 rank-
ing of single features. Web page neighbourhoods remain by far the strongest overall cat-
egory, followed by language model scores. Entity, Wiktionary and OOV features, at this
stage, hardly add information that was not already expressed by the language models. At
the bottom of the ranking we find the commercial intent score. This clearly surprised us
as according to the DMOZ editors the children’s section should not contain commercial
Web pages. We inspected the data further and found that there are no significant differ-
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Table 4.3: Avg. mutual information per segment

Segment Average IG

Title 0.0057
Body 0.0041

Headlines 0.0032
Anchor text 0.0030

ences in commercial intent of children’s (intent confidence µ= 0.31 and σ= 0.255 ) and
general pages (µ= 0.28 andσ= 0.27 ). Since Dai et al. [59] have shown commercial intent
detection to yield reliable results, we have to assume, that in spite of their content guide-
lines, the distribution of commercial intent among pages for children and grown-ups in
DMOZ is rather arbitrary. Manual assessment of Web pages showed that the majority
of commercial pages from the kids class published advertisement banners rather than
actively offering products or services. This carelessness with respect to advertisements,
however, is a key weakness of today’s Internet for children.

Finally, the same comparison was conducted on a per-segment basis. The results
can be found in Table 4.3. Again, we see a high importance of the title segment con-
firmed. The results presented here give an early impression of the predictive strength
of individual features, categories and segments. However, as we will show in the follow-
ing, a high mutual information score does not guarantee that a feature will end up in the
best-performing subspace. Often the relevant information lies in the interplay of several
features. Single-feature mutual information is not suitable to capture such synergies.

Feature subset selection
After the previous information theoretic inspection, we will now evaluate feature sub-
sets’ actual prediction performance in order to find strong indicators of child suitability.
We employed a number of different state-of-the-art classification methods and found
logistic regression to be the strongest overall method for this application. The results
reported in this section will therefore generally refer to a logistic regression classifier
trained on the varying feature sets and evaluated using 10-fold stratified cross valida-
tion. We will report precision and recall for this task as well as the F0.5-measure and ROC
area under curve. We decided for the precision-biased F-measure, as recall is desirable
but precision is the crucial aspect for child-friendly Web search that aims to promote as
few as possible false positive results.

As a first step to understanding the predictive power of different feature sets we fol-
low the natural division present in the data, namely feature categories and Web page
segments. We will inspect the individual performance of each division by excluding all
other features for classification. The results of this analysis are shown in Table 4.4.

The tendency that was observed for information theoretic analysis in the previous
section is repeated on classification scores. Link neighbourhood is still the strongest
feature aspect, closely followed by language model scores. Most categories, regardless
of their singular predictive power, add a small contribution to the overall score. The
relatively weak performance of reference features is due to the low share of pages actually
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Table 4.4: Classification performance per category.

Category P R F0.5 ROC
All features 0.79 0.55 0.73 0.78

Neighbourhood 0.76 0.54 0.70 0.75
LM 0.69 0.67 0.69 0.76

Shallow 0.74 0.45 0.66 0.71
HTML 0.73 0.45 0.65 0.71

URL 0.72 0.47 0.65 0.72
POS 0.66 0.50 0.62 0.68

Readability 0.66 0.47 0.61 0.66
Wiktionary 0.67 0.45 0.61 0.65

OOV 0.65 0.45 0.60 0.64
Entity 0.63 0.47 0.59 0.63

Reference 0.79 0.12 0.37 0.55
Visual 0.29 0.11 0.22 0.56

Commercial 0.10 0.05 0.08 0.50

Table 4.5: Classification performance per segment

Segment P R F0.5 ROC

Full page 0.79 0.55 0.73 0.78
Title 0.78 0.49 0.70 0.74
Body 0.70 0.45 0.63 0.69

Anchor 0.65 0.50 0.61 0.66
Headlines 0.62 0.37 0.55 0.59

mentioning children. While child mentions prove to be a valuable page characteristic
when they occur, for most pages this notion is not applicable. When considering these
results, it should be taken into account that the feature categories differ in size. Some
of them contain 10 or 12 features while the commercial intent likelihood even has its
own category. If we however assume that the features presented in this work capture
the majority of the information a certain feature category holds, we can treat them as
atomic. Under this hypothesis we can use the insights gained to discriminate those Web
page aspects that contain most information of age-suitability.

Table 4.5 shows evaluation results per page segment. As in the IG comparison using
one segment at a time, the page’s title proved to be the most predictive one in general.
This finding is very promising with respect to the on-line scenario. A computationally
light classification based on Web page titles that, in case of low confidences, backs off to
using the full page content would constitute an efficient way of satisfying response time
requirements.

Previously, we inspected the information theoretic importance per feature. To evalu-
ate information theoretically motivated feature subsets we ranked features by their mu-
tual information with the class label constructing a feature subset out of the top n fea-
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Figure 4.1: Performance of top n features ranked by mutual information for increasing n

tures for consecutively increasing values of n.
Figure 4.1 shows the performance of subsets in terms of F0.5 scores in comparison

to randomly drawn rankings of features. It can be observed that the early subsets con-
structed only of those features with the greatest mutual information scores significantly
outperform randomly drawn subsets. As the number of features grows, however, the
relative performance of the random sets approaches and even locally surpasses that of
information theoretically selected features. This behaviour can be attributed to syner-
gies between features not discovered by the current IG ordering.

Having shown that single-feature mutual information and subset selection by seg-
ment are capable of conserving most of the discriminative information while greatly re-
ducing feature set size, we will now inspect the performance of automatically selected
sets. Subset selection was done using the Weka9 library’s Genetic Search approach.

In difference to the natural subsets along the boundaries of categories or segments
and those constructed on mutual information rankings, this approach yields feature
spaces which can outperform the full set of features. This, again, supports the hypoth-
esis that the suitability decision can hardly be made based on either only a single page
aspect (category) or a set of strong individual features (IG). Evidently, a well-balanced
combination of different features yields best results. The overall strongest set of features
reached an F0.5-score of 0.8 using cross-validation and is described in Table 4.6. This 16-
dimensional feature space can be extracted and classified far more quickly than the full
range of features, while additionally yielding better performance through elimination of
redundant and irrelevant dimensions.

When inspecting the resulting feature set we notice that the general diversity of fea-

9 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Table 4.6: Best-performing feature subset

Kid link ratio Number of words
Domain length Total entities/unique entities

URL kid term score Simple Wiktionary 1-gram LM
Script/word ratio term freq “child” (headline)

Term frequency “kid” number of words (title)
to-reference ratio average word length (title)

Kid’s pages 3-gram LM OOV Academic (title)
Average word length kid’s 1-gram LM (title)

Table 4.7: Experiments with 10-fold cross-validation

Method P R F0.5 ROC

Random 0.50 0.50 0.50 0.50
Intuitive 0.82 0.05 0.21 0.56

LM 0.69 0.67 0.69 0.76
SVM 0.71 0.66 0.70 0.77

Classifier 0.85 0.64 0.80 0.83

tures is preserved. Most aspects of child-friendliness and focus towards children are
present in form of members of the relevant feature categories. For all further experi-
ments and evaluations in this work, we will assume the use of this feature set.

Classifier evaluation
After having selected a promising classification method and the feature space in which
to represent Web pages, we will now measure our classifier’s performance in comparison
with several baseline methods.

There has not been any specific research on the classification of Web pages specifi-
cally according to their suitability for different age groups. In order to evaluate our classi-
fier’s performance this section will introduce two baseline approaches from similar Web
tasks.

In the initial stage of our research we manually inspected different ways of how a
human would tackle the task of finding child-friendly Web content with the common
means of information retrieval at hand. An intuitive approach is to use a conventional
Web search engine and expand the informational query by “kids”, “children” or similar
cue words. This expansion method obviously does not work reliably all the time because
Web pages for children are by no means bound to explicitly mention them. On the other
hand, there will also be general pages talking about children while not being meant for
a child audience. This method does however shift the focus of the results into the child-
friendly domain to a certain degree. In order to exploit this intuitive notion, our first
baseline method will be to interpret the presence of the terms “kid”, “child” and affixed
forms thereof as an indicator of child suitability.

To construct a stronger baseline we apply an approach from text categorization as
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Table 4.8: Experiments on unseen sample

Method P R F0.5 ROC

Intuitive baseline 0.80 0.04 0.17 0.53
LM baseline 0.61 0.57 0.60 0.69

SVM baseline 0.63 0.60 0.62 0.70
Classifier 0.72 0.71 0.72 0.76

Human performance 0.76 0.72 0.75 0.79

suggested by Liu et al. [137]. For this method we use unique terms as feature dimensions
for an SVM classifier. Each dimension’s value is the tf/idf-weighted term frequency. Stop
words and terms that occur in less than 3 distinct documents within the collection are
removed in order to keep the model from becoming too large. Our earlier findings on
feature evaluation suggested language models to be powerful features. Because of term
distribution statistics we expect this second approach to be a strong performance base-
line.

Table 4.7 shows a comparison of the baseline methods and our classification ap-
proach. As expected, the fairly naive intuitive method achieves high precision (most
general pages will not mention children) at low recall (Children’s pages are not bound
to explicitly mention them). This coverage problem results in a worse-than-random F-
score. The SVM-based text classification approach performs solidly. Our classifier that
combines topical aspects expressed by language modelling approaches with non-topical
notions of suitability achieves best performance for cross-validation.

Evaluation on unseen data
Our test collection is a set of 1800 Web pages listed in the ODP containing 900 instances
for children and 900 for adult audiences. The pages were randomly sampled from the
English part of the directory (again excluding the World and Regional branches) and en-
suring disjointness with the training data. Aside the ODP annotation, we had the test set
additionally judged by external human annotators. The suitability decision is a highly
subjective one. Using the overlap of several independent judgements will help us to re-
duce this degree of subjectivity. Furthermore we were able to collect information beyond
the page’s mere suitability, that we will use for a more fine-grained analysis. For each of
the 1800 pages at least 5 independent human judgements were collected through the
crowdsourcing platform CrowdFlower [178]. In Chapter 5 of this thesis, we will discuss
human computation and in particular crowdsourcing, as well as some relevant consid-
erations to take into account in greater detail. All further results reported refer to the
performance on predicting the label assigned by the majority of CrowdFlower judges.
53% of the participants stated they were helping children with Web search on a regular
basis. An additional 33% do so less frequently. 49.57% said to have children themselves.
Based on these numbers we are confident that their judgements represent sensible no-
tions of suitability.

Table 4.8 shows the performance of our classifier in comparison with the baseline
methods as well as human judges for unseen test pages. The naive baseline approach
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Table 4.9: Testing on pages exclusively for kids

Method P R F0.5 ROC

Intuitive 0.81 0.05 0.19 0.58
LM 0.66 0.58 0.63 0.71

SVM 0.68 0.61 0.66 0.73
Classifier 0.77 0.68 0.75 0.78

Human performance 0.79 0.75 0.78 0.81

that simply considers pages mentioning kids as suitable achieves high precision but
due to the number of suitable pages not explicitly mentioning children its low coverage
makes it the weakest overall method. The SVM classifier consistently proved to be the
next better approach. Our classification method was able to perform significantly better
than both baseline methods (with a relative improvement of 14% over the strongest base-
line) and came close to human performance. We were able to outperform both baseline
methods at α < 0.05 significance level. (Determined using Wilcoxon Signed Rank Test.)
Inspecting human judgement behaviour gives further evidence for the task’s high degree
of complexity. We observed an agreement ratio of 68% for the suitability decision among
independent CrowdFlower workers. The decision whether a Web site deals with sports
appears to be far easier to make than the one whether the page is suitable for a child of
a given age. While topical classification tasks are mainly objective, the suitability deci-
sion involves subjective factors such as personal understanding of children’s needs and
ethical aspects.

Besides determining the actual classifier performance, we will answer the following
four research questions: 1) Is it easier to distinguish pages for age groups that are divided
by a broad age margin? 2) Does the performance of our method depend on the Web
page’s topic? 3) Does the page’s quality have an impact on classification performance? 4)
Can we make the suitability decision for pages independently of their language?

Age margin analysis
For our previous experiments we considered all pages that are suitable for children but
at the same time might be interesting for teenagers. Now, we will alter the test set by
using only those pages that ODP considered exclusively suitable for children. For this
category, we observed inter-judge agreement ratios of 71%. This finding supports the
hypothesis that a bigger age margin between the classes makes the decision easier for
humans. Table 4.9 shows the automatic approaches’ performances for distinguishing
pages exclusively for children from those for adults. Notice that only the target set for
evaluation is restricted, not the training process.

While this change in experiment set-up does not affect the ranking of methods for
the task, it consistently raises performance of all approaches. To further increase the
age margin between the classes we asked our CrowdFlower judges to additionally judge
every page’s suitability for very young children (aged 3-6). For this final experiment we
rejected all kids’ pages that were not deemed appropriate for young children.

Table 4.10 shows that the task of distinguishing pages for very young audiences from
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Table 4.10: Testing on pages for young kids

Method P R F0.5 ROC

Intuitive 0.84 0.08 0.29 0.60
LM 0.70 0.63 0.68 0.75

SVM 0.73 0.67 0.72 0.77
Classifier 0.80 0.76 0.79 0.82

Human performance 0.86 0.84 0.86 0.84

general ones experiences another boost in performance. As an answer to our first re-
search question, both experiments show how the information needs of different age
groups become easier to discern for broad age group margins.

Topical analysis
An error analysis in the early stages of this work showed us not only that the suitability
decision is often even difficult to make for humans, but also, that there are topics that
are in general harder to classify than others. We found that our classifier had particular
problems with scientific and biographical content. Pages from these areas, even if they
are deemed suitable for children, often use a rather complex vocabulary and also fo-
cus more on pure information than appealing presentation. One might argue that such
pages will only be relevant to a small group of children who are really interested in such
topics, but the challenge of correctly dealing with these pages remains. To get a more
precise notion of our observation we analysed topical difficulty for human judges and
our classifier. Page topics on which the inter-annotator agreement is very low, imply a
hard decision. Table 4.11 shows examples of topics that proved to be especially hard
or easy. We can see that among the branches with high agreement scores we find typi-
cal children’s and grown-ups’ topics respectively. Examples include “English grammar”
or “school”. Those branches with low agreement rates often belong to complex topics.
Even if they were written and presented in a child-friendly way many annotators rejected
them because they doubted the topic’s general suitability for young audiences. Examples
are “history”, “geography” or “mathematics”.

Since the same notion of topical difficulty that humans face might also apply for
automatic approaches, we determined the correlation between average inter-annotator
agreement and our classifier’s decision confidence. We found a Spearman Rank Correla-
tion Coefficient ρ = 0.58 between the two dimensions. Figure 4.2 shows the distribution
of classifier confidence scores and human agreement per page. To answer our second re-
search question, we note that although it is a rather weak correlation, there is apparently
an underlying topic-dependent difficulty that applies to humans as well as automatic
approaches. Inspecting the figure, one can note a cluster of pages with high human
agreement ratios (0.8-0.9) and at the same time low classifier confidence (0.5-0.6). Man-
ual analysis showed that the majority of these pages relied heavily on flash objects and
images. Such pages are easy to classify for humans while our classifier finds hardly any
accessible content. Dealing with pages with little to no textual content is clearly one of
the future challenges in this domain.
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Table 4.11: Inter-annotator agreement by topic

Topic Agreement

Kids_and_Teens/.../English/Grammar 1.00
Kids_and_Teens/Health/Safety/Fireworks 1.00

Society/Genealogy/Royalty 0.83
Kids_and_Teens/...Cartoons/Hello_Kitty 0.83

... ...
Kids_and_Teens/School_Time/.../Geography 0.59

Home/Family 0.55
Arts/Television/History 0.50

Kids_and_Teens/People/Biography 0.50
Kids_and_Teens/.../Math/Geometry 0.50
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Figure 4.2: Correlation between human agreement on page suitability and classifier confidence
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Table 4.12: Quality-dependent performance

Human Classifier
Qual Share Agreement P R F0.5 ROC

1 100% 0.68 0.72 0.71 0.72 0.76
2 95% 0.68 0.77 0.73 0.76 0.80

2.25 69.3% 0.70 0.77 0.75 0.77 0.80
2.5 51.7% 0.71 0.78 0.75 0.77 0.81

2.75 28.4% 0.73 0.79 0.75 0.78 0.81
3 11.4% 0.75 0.81 0.70 0.79 0.83

3.25 0.9% 0.82 0.90 0.82 0.88 0.90

Analysis of Page Quality
Previously, we inspected the page topic’s influence on automatic prediction performance
and inter-judge agreement. Another interesting dimension to pursue is the notion of
Web page quality. During our manual study of ODP pages we found examples whose
textual content might have been generally suitable for children but whose layout and
general look and feel was not appealing. Although a Web site’s content might have been
suitable for children many of the CrowdFlower workers rejected it stating that they dis-
liked the confusing interface or the general impression the page made. In order to quan-
tify this intuition, we asked the CrowdFlower workers to rate each page’s quality on a
scale ranging from 1 (lowest quality) to 4 (highest quality). While quality of Web pages is
a highly subjective notion humans tend to have similar ideas of “good” and “bad” pages.
The annotators’ low standard deviation of quality judgements per page (0.79 quality
grades) results in a coherent overall impression of page quality. The first issue we will
address is the connection of page quality and annotator agreement for that page. In-
tuitively, we would assume that high-quality pages are clear-cut specimen of their spe-
cific types and should therefore be easier to assign an age group to. Table 4.12 shows
the agreement scores of human judges for Web pages satisfying at least a given quality
threshold. For very low quality threshold values the whole set of pages is considered. As
we subsequently raise the quality threshold, we note substantial rises in agreement lev-
els. Based on the previously shown correlation between annotator agreement and clas-
sification confidence we were interested in the influence of Web page quality on classifi-
cation performance. Considering the above results with respect to agreement scores, we
expected greater classification performance for higher quality pages. We can note that
the classifier performance also increases for higher quality page sets. Both agreement
and classifier performance rise steadily with quality. As an answer to our third research
question, we can see that while our classification method is robust to the quality of a
page, it performs best on high quality pages. The same tendency holds true for human
judgements.

Language-independent analysis
Finally, it should be mentioned that one of the remaining limitations of our approach
still is its strong focus on textual features. While these have been shown to perform well,
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Table 4.13: Language-independent performance

Language # pages P R F0.5 ROC

English 2000 0.64 0.51 0.61 0.71
Chinese 1200 0.59 0.50 0.57 0.69
Dutch 1100 0.65 0.47 0.60 0.72
French 2000 0.64 0.46 0.59 0.70

German 2000 0.65 0.48 0.61 0.70
Russian 500 0.62 0.45 0.58 0.69
Spanish 2000 0.63 0.50 0.60 0.69

All 8800 0.63 0.48 0.58 0.70

they force us to operate within the confines of a given language. Even shallow features
like sentence lengths or general text lengths can easily become meaningless when cross-
ing language boundaries between training data and on-line examples. Although we do
not explicitly address this issue we were still interested in the performance level we could
achieve on non-English resources with our current feature set. For assessment we relied
solely on those features which are language independent, as for example the visual, com-
mercial or HTML features. We extracted a number of non-English Web pages from the
ODP and ran the reduced classifier trained on the original English set on it. Table 4.13
shows the distribution of languages amongst the Web pages and our classifier’s perfor-
mance. For each language 50% of the pages originate from the ODP children’s set and
50% from the ODP general set. Regarding our fourth research question we conclude that
even without any language-specific training we were able to reliably reach a minimum
score of F0.5 = 0.57 over a set of very different languages. Further research in this direc-
tion might be dedicated to applying well-known language-specific scaling factors (e.g.,
a language’s average word length) to use a wider range of features without having to re-
train.

Conclusion

In this section, we demonstrated how relevance dimensions, can be automatically esti-
mated from document content. In the given example, we predicted the suitability of Web
pages for children based on a wide number of on-page features, reaching an accuracy
comparable to that of human judges who were presented with the same task. Previous
work on classification along Web taxonomies either excluded age-dependent categories
or reported comparably low result scores. We argue however that with appropriate con-
sideration classifying pages according to their suitability for different age groups is not
only possible but also highly desirable. Given the ubiquity of the Internet we should in-
vestigate how to make Web search less frustrating for all users whose needs differ from
the mainstream. In the next section, we will disregard document content and fully turn
towards user interaction data. There, our goal will be to estimate relevance based on how
people interact with and react to a document.
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4.2. Interaction-based Methods
In recent years, content sharing platforms have become very popular. In particular,
video sharing platforms have experienced massive growths in both, the amount of shared
content as well as the number of viewers. In a recent survey, Cheng et al. [49] attributed
YouTube as being solely responsible for approximately 10% of the global Internet traf-
fic. Content sharing services typically enhance the publishing and distribution of pieces
of media by social networking features such as friend relationships, messaging, collab-
orative tagging and commenting functionalities. In order to make content available to
the users, most state-of-the-art content sharing platforms rely on tagging. The step of
assigning tags, however, is often left to the user community.

While there are users who relish this task, and some platforms even integrate it into
games to make it more entertaining, there are many who regard it as a rather tedious
burden. Ames and Naaman [14] studied user tagging behaviour and found that a fre-
quently expressed motivation for tagging lies in the necessity to do so in order to make
the content available to the user base. Additionally, they noted a significant share of tags
to be strongly dependent on the tagger’s socio-context, rendering them less useful for
users that do not share the same context (i.e., friends, place of residence, cultural back-
ground).

To overcome this challenge in related domains, automatic tagging mechanisms have
been proposed that extract keywords from textual meta data and content. Larson et
al. [125] find that in the case of shared multimedia content, however, this is often not
feasible with satisfying precision, as meta data can be sparse or ambiguous and concept
detection from audio-visual signals is still considered more difficult than text-based al-
ternatives. For example, many videos on YouTube feature only a title and a brief textual
description. Statistical tag prediction approaches face significant problems when oper-
ating in such resource-impoverished domains.

Commenting, on the other hand, appears to be a more natural activity for most users.
We can observe extensive threads of comments related to shared media items. In this
work, we propose the use of time series analyses for audio-visual content with sparse
meta data. The investigation is not targeted towards the actual content and meta data
but will focus exclusively on people’s comments towards the content. To this end, we
employ a language modelling approach to utilise the naturally created community in-
formation on content sharing platforms, to infer potential tags and indexing terms. In
this way, we aim to mitigate the vocabulary gap between content and query. Previous
studies, e.g., by Oghina et al. [164], often doubted the usefulness of user comments for
retrieval tasks due to the high rate of noise in the chat domain. However, given the large
scale at which user comments are currently available, we will show that informed means
of interpreting noisy natural language communication streams as well as aggregation
with orthogonal types of (social) media can help to identify valuable pieces of informa-
tion in the abundant underlying noise.

While tag prediction from short, noisy user communication has not been extensively
studied, there are several prominent methods for keyword extraction directly based on
content. Hu et al. [98] introduced a graph-based method for discussion summarisation
through sentence extraction from Weblog posts. Budura et al. [40] propagate tags along
the edges of a Web page similarity graph that is built based on a range of content fea-
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tures. Matsuo and Ishizuka [149] present an approach of extracting keywords from sin-
gle documents without the need for a background corpus. Using intra-document term
distributions, the authors report performances that approximate those of tf/idf -based
methods. Wartena et al. [232] propose to infer keyword candidates from the semantic re-
lationships between terms in academic abstracts and BBC news stories. Tomokiyo and
Hurst [219] present a language modelling approach to keyword extraction from longer
coherent news articles. Their use of the divergence between term frequency distribu-
tions is based on an intuition similar to our method. Due to the high amount of noise in
user comments, additional steps are required to successfully apply their method in this
domain. To this end, we apply time series analyses to identify informative comments.
Amodeo et al. [16] investigated temporal relationships between time of publication of
blog posts and their probability of relevance. The authors employ a notion of activity
bursts similar to the one proposed in this work. However, where their approach applies
time series analyses directly to documents in order to prune the list of pseudo relevant
results, we aim to improve the general indexing quality by broadening the document
vocabulary.

Tag prediction is most prominently used to describe pieces of textual content, as se-
mantic concepts can be conveniently observed in the form of term occurrences. How-
ever, there are several pieces of work dedicated to predicting tags directly from multi-
media content. Eck et al. [67] present an approach of predicting tags from the audio
signal of music pieces. Similar approaches for other types of media include [198]’s auto-
matic video tagging method which propagates tags across videos containing redundant
or similar content, or [237]’s photo tagging scheme.

While the previously discussed publications concentrate solely on extracting tags
from actual content, we can identify a body of work that makes additional use of community-
created information. As an example, Mishne and Glance [153] first employed user com-
ments to enhance Weblog retrieval. Heymann et al. [92] predict tags from a range of
local Web page features enriched by information from social bookmarking services. Yee
et al. [243] presented a method of improving search performance by utilising user com-
ments by means of a tf/idf -based method. Most recently, Filippova and Hall [72] em-
ploy user comments to aid content classification performance. The promising results
achieved by previous work support the feasibility of our goal: Describing content ex-
clusively based on user comments. We will employ statistical language models aided
by time series analyses and external Web resources such as Wikipedia, to find potential
index terms and evaluate their quality in a series of TREC-style experiments.

Comments as Bursty Streams
Common methods for characterising individual documents d within a collection C are
often based on the intuition that some terms will occur more frequently locally in d
than in the collection-wide average. This notion is for example expressed in the pop-
ular tf/idf family of formulae but is also implicit in the language modelling framework
(see e.g., [93]). The same method can be applied to the video retrieval setting, in which
each shared video corresponds to a distinct d . We assume a unigram collection model
LMC comprised of all comments in C and dedicated document models LMd based on
the comment thread of document d . Subsequently, we assume good descriptors of d can



4

86 4. Automatic Estimation of Relevance

be determined by the term-wise KL-divergence between both models (LMC and LMd ),
identifying locally densely occurring terms w (those that display a high negative value of
K L(w)).

KL(w) = P (w |d) log
P (w |d)

P (w |C )
(4.1)

This method has been applied for a wide number of settings and is known for its
robustness and generalizability [219]. The domain at hand, however, imposes a num-
ber of specific challenges on automatic keyword extraction. There are several sources of
comment noise that require appropriate treatment. Firstly, there is a significant share of
comments that are uninformative for the task of keyword extraction, either because they
are off-topic (spam) or because they simply do not convey much meaning (e.g., “Cool.”).
In order to address this type of messages, we introduce a resource selection step that
identifies informative comments based on Kleinberg’s burstiness criterion [113]. When
analysing the usage statistics of his personal email account, Kleinberg noticed that his
incoming email was subject to sudden, typically short, peaks of activity. A first investi-
gation in the domain of shared Web videos showed that most comment threads (98%)
display the same peaking behaviour.

These so-called bursts can be related to external triggers such as a famous musician
winning an award, causing a sudden increase of attention and commenting activity on
his music videos. Often, however, the trigger is of internal nature, e.g., caused by con-
troversial comments that spark an avid discussion. This latter class of triggers lets us as-
sume that comments submitted within an activity burst may be more informative than
regular ones. We formulate a variation of Kleinberg’s original burst detection scheme
to better fit the notion of threaded chat communication: We consider each coherent
sequence of messages mi ...m j with inter-comment intervals δt (i , i + 1) shorter than a
threshold value δt as candidate bursts. In this work, we set δt to be the median time
between comments for each document, however, further tuning of this parameter could
prove beneficial. In order to select informative bursts, we apply a burstiness function
b(i , j ), according to which we rank all candidates. The underlying intuition is that a
“good” burst should cover many comments in as little time as possible. This is repre-
sented by lengthrel(i , j ), the relative share of comments contained in the burst, divided
by δrel(i , j ), the relative amount of time for which the burst lasted. Consequently, we
pool all comments from the n highest-ranked bursts to train LMd . This filtering step
eliminates a significant proportion of unrelated “background noise” comments from the
modelling step.

b(i , j ) = lengthrel(i , j )

δrel(i , j )
(4.2)

Considering the merit of using bursty comments, and assuming them to be triggered
within the comment stream, we further suspect that the event triggering the increased
commenting activity may be of import as well. In order to verify this hypothesis, we use
a history of h comments immediately preceeding each burst as an alternative resource.
Manual qualitative investigations showed an optimum in extracted tag quality at h = 7
history comments preceeding each burst.
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In order to harmonize the evidence from pre-burst histories and actual bursts, we
turn to the simplest setting of Ogilvie’s method for language model combination [165].
Instead of directly estimating the probabilities of observing given terms from the whole
comment thread, we now use a weighted combination of two such models. PB(w |D) is
based on the maximum likelihood estimate of term occurrence according to the com-
ments within bursts. PH (w |D) is based on the 7-comment pre-burst history. The mix-
ture parameter λ determines the relative importance of burst comments over history
comments. Higher values of λ give more weight to comments within the bursts.

PHB(w |D) =λPB(w |D)+ (1−λ)PH (w |D) (4.3)

In order to assess tag extraction quality, we randomly sampled 50 videos from YouTube,
applied our four tag prediction methods (based on the entire comment thread, on bursts,
on pre-burst histories, and, on the burst/history mixture) and measured the overlap of
the respective with the gold standard tags as assigned by YouTube users. Figure 4.3 shows
tag prediction performance as we vary the composition of the model mixture. Best re-
sults could be achieved for settings of λ = 0.65. Language models trained on the entire
comment thread resulted in an F1 score of 0.061, significantly below any of the compared
settings in Figure 4.3 (tested using Wilcoxon Signed rank test with α< 0.05).

Wikipedia as a Surrogate for Natural Language Vocabulary
Previously, we addressed noise in the form of unrelated and uninformative comments
within the thread. The second source of noise are misspellings, abbreviations, chatspeak
and foreign language utterances, all of which are frequently encountered in on-line chat
communication. To address this, we use the online encyclopaedia Wikipedia for regular-
ization. We formally introduce the η(w) criterion. Terms w that do not have a dedicated
article in the English version of Wikipedia are assumed to be noise and, subsequently,
rejected from the list of candidate terms. Due to Wikipedia’s high coverage, the number
of false positives, valid terms rejected by this filter, has been found to be negligible.

η(w) =
{

1 if w has an English Wikipedia article,

0 otherwise
(4.4)

With our noise filtering components in place, our final extraction scheme is:

1. Within a comment thread d , find all message sequences (so-called bursts) with
inter-comment intervals no longer than δt .

2. Rank the bursts according to their burstiness b(i , j ) (Eq. 4.2) and keep top n.

3. Train LMd on the previously selected most bursty comments (Eq. 4.3).

4. Rank all terms w according to (Eq. 4.1).

5. Return top k terms w1...wk , rejecting all w with η(w) = 0.
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Figure 4.3: Performance of burst-history mixture models for varying weights.

Evaluation
Previously, we investigated our method’s performance at replicating the gold standard
labels assigned by YouTube users. Ultimately, however, we aim to improve retrieval per-
formance of shared video content by extracting representative terms a priori at indexing
time. In this way, we can enrich sparsely annotated content (e.g., in the audio-visual
domain) by harnessing community knowledge in the form of user comments.

Our evaluation dataset is comprised of 4.7 million user comments issued towards
more than 10.000 videos. It was collected between December 2009 and January 2010.
The crawling process was limited to textual information, omitting the actual audio-visual
content, and was started from a diverse selection of manually formulated seed queries,
following the “related videos” paths. On average, every video in this collection has 360
(σ= 984) dedicated user comments and 14 tags (σ= 11.8) assigned to it. The only source
of textual meta information are titles and video descriptions provided by the uploader.

To evaluate our method’s merit at indexing time, we conduct a TREC-style retrieval
experiment. We use the Lucene search engine library10 and a BM25F retrieval model [182].
We manually designed a set of 40 topics that are well represented in our collection (e.g.,
“Lady Gaga Music Video” or “Swine Flu 2009”). Finally, we obtained binary relevance
judgements for the top 10 retrieved results per query via crowdsourcing. On average, 36
results per query were evaluated. Alonso and Mizzaro [11] describe a similar setting for
collecting pairwise query/document judgements, concluding that a group of untrained
workers can produce relevance judgements of a quality comparable to that of a single
domain expert. As a consequence, we collected 10 redundant binary judgements per
unique topic/video pair and aggregate the results in a majority vote. The task was offered

10 http://lucene.apache.org/

http://lucene.apache.org/
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Figure 4.4: Quantile distribution of YouTube video meta data length in characters.

on the crowdsourcing platform Amazon Mechanical Turk (AMT) at a pay level of 2 cents
per single judgement. In order to ensure result quality, we employ gold standard judge-
ments as well as honey pot questions as recommended by Kazai [107]. In Chapter 5, we
will give a detailed discussion of quality control in crowdsourcing efforts. Our method’s
parameter settings were determined on the first 5 topics of our data set by varying the
number of most intense bursts, n, and the number of terms extracted per video, k. These
training queries were not used further for evaluation. The best observed performance
could be achieved at n = 20,k = 15. Table 4.14 compares the retrieval performance of
various BM25F indexes, using either only original meta information, extracted terms, or
combinations of both. We measure result quality in terms of Mean Reciprocal Rank of
first relevant results (MRR), Mean Average Precision (MAP) as well as precision at rank 10
(P@10). In a baseline performance run, we rely exclusively on video titles and textual de-
scriptions, each of which becomes an individual field in the retrieval model’s index. This
is comparable to the information based on which the standard YouTube search API oper-
ates11. Unless stated differently, all experiments were conducted on the full video corpus
regardless of the number of comments per video. Statistically significant performance
improvements over the baseline are denoted by the asterisk character (tested using a
Wilcoxon signed rank test at α= 0.05-level). In a second experiment, we exclusively use
the top k = 15 terms extracted by our method to form the index. We can note a signifi-
cant and consistent improvement over the original index’s retrieval performance. When
combining extracted terms and original meta data by interleaving a pool of k terms from
both source selections, we experience another significant performance gain. Indexing
the full comment thread alongside the original meta data introduces a high number of

11 https://developers.google.com/youtube/2.0/developers_guide_protocol_api_query_parameters#qsp

https://developers.google.com/youtube/2.0/developers_guide_protocol_api_query_parameters# qsp
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Table 4.14: Retrieval performance on shared video content.

Index type MRR MAP P@10

Title & description 0.81 0.48 0.46
k extracted terms 0.85* 0.52* 0.51*

k extracted terms (bursts only) 0.80 0.49 0.46
k extracted terms (no regularization) 0.63 0.32 0.25

k random comment terms 0.08 0.03 0.05
Title, description & extracted terms 0.89* 0.67* 0.64*

Title, description & full comment thread 0.48 0.33 0.34

false positives, ultimately hurting retrieval performance. As a point of comparison, we
include runs for extracted terms based solely on bursts (not using the pre-burst history),
as well as those not using Wikipedia regularization. In both cases, we note performance
drops as compared to the regularized mixture setting.

The domain at hand is particularly challenging, since a high percentage of videos is
annotated only sparsely. Our investigation shows that both titles and descriptions con-
tain only small amounts of text (titles have an average length of 32.8 (σ = 12.8) char-
acters, and, descriptions average at 211 (σ = 220) characters each). Figure 4.4 shows
the quantile distribution of video description lengths in our data sample. A significant
percentage (58%) of videos in our corpus is described with no more than 140 characters
each. This represents the same amount of information that could be conveyed in a single
tweet. For video titles, we observed a similar behaviour with more than 50% of all titles
being shorter than 35 characters. In combination, this lack of explicit content annota-
tion may hinder successful retrieval. In order to confirm this assumption, we repeat the
retrieval experiment and restrict the corpus to those videos that are sparsely annotated.
More concretely, we index only those videos that feature either less than 35 title charac-
ters OR less than 140 description characters. The resulting set contains 7840 videos, an
equivalent of 77% of the original collection.

Table 4.15 details the performance of the previously-introduced indexes when tex-
tual information is sparse. We can see that performance scores are consistently lower,
while the performance-based ranking of approaches remains the same. However, the
difference in performance between comment-based and exclusively meta data-based
indexes becomes more expressed. Again, we can note a clear merit of using burst / and
pre-burst information, as well as Wikipedia regularization. In conclusion, we observe
significant performance improvements across all experimental settings when applying
keyword extraction to user comment threads for the task of video retrieval on online
content sharing platforms such as YouTube.

Discussion
The previous sections detailed concrete, task-driven performance evaluations of our
method. In this section, we will dedicate some room to lessons learned and will discuss
several observations that could not be confirmed to be statistically significant but yet
deserve attention as they may become more salient in related applications or domains.
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Table 4.15: Retrieval performance for sparsely annotated content.

Index type MRR MAP P@10

Title & description 0.74 0.41 0.35
k extracted terms 0.79* 0.44* 0.39*

k extracted terms (bursts only) 0.75 0.38 0.33
k extracted terms (no regularization) 0.56 0.25 0.27

k random comment terms 0.08 0.04 0.05
Title, description & extracted terms 0.82* 0.63* 0.59*

Title, description & full comment thread 0.41 0.31 0.25

In order to give qualitative insights into comment-based keyword extraction, let us
visit an example that we encountered during the manual inspection of extraction results
on the YouTube dataset and that is representative for a large number of cases. The video
in question shows scenes from a Mafia-related computer game followed by several ac-
tion film shooting scenes. While the original title (“Mafia Shootout”) and description
(“Mafia members in a huge shooting.”) are very brief and uninformative, the results
of our term extraction method show convincing tendencies. The highest-ranked term
was “Mafia”, which, considering that we do not peek into the actual meta information
of the video, is a very good match. Subsequent ranks contained further unsurprising
terms such as “shoot” or “gun”. The interesting matches, however, were “Corozzo” and
“Guarraci”, referring to Joseph “Jo Jo” Corozzo, Sr. and Francesco “Frank” Guarraci, two
infamous criminals. Additionally, the term “Mississippi” ended up on a high rank. At
first we considered it a false positive, before looking more deeply into the matter and
discovering the Dixie Mafia, an organization that heavily operated in the southern U.S.
states in the 1970s. An additional facet of the video that our method picked up was the
keyword “game”. The existing meta information did not cover this essential aspect of the
content. Considering this example, we can see how comment-based keyword extraction
manages to discover novel aspects of a topic rather than exclusively sticking to the literal
content of a video item. The general observation was that our method often picks up
very specific topical aspects of a given piece of content. As a consequence of relying on
locally densely occurring terms, we discover “Guarraci” rather than “criminal”.

One particular application that became obvious throughout the course of our re-
search is using term extraction from comments as a means of summarizing the discussed
content. When manually inspecting the output of our methods, we arrived at the impres-
sion that the set of top-ranked keywords was sufficient to convey a reliable description
of the content itself. We aim to further confirm this notion and determine the method’s
merit for content summarisation in a dedicated series of future experiments.

In this work, we investigated the usefulness of user comments for two tasks, (1) re-
producing the user-assigned YouTube tags without using any form of video-related meta
information, and, (2) Improving retrieval performance of shared videos by expanding
the index by terms extracted from user comments. In the future, it would be interesting
to evaluate the degree to which our findings generalize to different domains and media
types.
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The step towards alternative media is not assumed to introduce significant changes
to the method since we did not make any assumptions on the content other than the ex-
istence of time-stamped user comments. Therefore, our method should be conveniently
portable to platforms such as Flickr (images) or Last.fm (music). A more challenging but
also potentially more interesting generalization step could be taken to explore novel do-
mains besides shared and commented media content.

Conclusion
In this section, we investigated the potential use of user interaction information in or-
der to estimate document relevance. Concretely, we used textual comments to infer the
topical relevance of YouTube videos. We found that it was possible to deduce mean-
ingful tag candidates from comment streams without using any form of direct content
information such as titles or video descriptions. Results improved significantly when in-
corporating time series analyses to identify informative regions in the discussion. We
were able to benefit from external resources such as Wikipedia by using them to reduce
the background noise of the chat domain. After a series of experimental runs against a
set of gold standard tags, we confirmed the usefulness of the extracted terms for retrieval
purposes in a sizeable TREC-style experiment based on several million user comments.
We showed, that including only a high-precision set of tags extracted from user com-
ments achieves better retrieval performance than either ignoring comments altogether
or indexing the full comment stream.

In the following, final, section to this chapter, we will join our insights about content-
based and interaction-based relevance estimation and show an estimation scheme based
on the combination of both sources.

4.3. Combined Methods
In this section, we will pick up and combine the challenges and methods from the two
previous sections and demonstrate the merit of a multi-source approach for estimat-
ing document relevance. As a concrete task, we will stick to Section 4.1’s challenge of
predicting a document’s suitability for children, but, will now turn towards audio-visual
documents, rather than textual ones. This choice is motivated in children’s substantial
attraction towards video content. While textual resources often require considerable lit-
eracy skills, videos also appeal to children who can not yet read very well. The potential
danger lies in the unmoderated consumption of videos. Parents or teachers who guide
children’s information seeking naturally filter which content to show to their wards and
which to avoid. As stated in the beginning of this chapter and supported by studies such
as presented by [163], parental supervision and support are not always available and au-
tomatic means of inference can make a considerable difference.

Video-sharing communities that specifically target young audiences appear to be a
promising alternative. Manually selected collections of videos, as was for example of-
fered on Totlol12, provide high quality content for children and parents. They do how-
ever impose a high work load of manual editing and selecting on the community. Hand-
picked collections typically feature a comparably low coverage rate and low agility as it

12 http://www.totlol.com

http://www.totlol.com
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takes time for the community to explore the available content. Since permanent assis-
tance of a prudent adult can in reality not always be ensured and hand-selected video
collections require high maintenance efforts, an automatic method for identifying suit-
able video resources is desirable. To this end, we propose an approach that makes use
of the existing content-based and interaction-based information on video sharing plat-
forms in order to determine suitability.

While there has been no previous work dedicated to determining the suitability of
Web videos for children a range of relevant research on related topics has been con-
ducted. In recent years, much research effort has been invested into automatic video
classification. Traditional video classification approaches (see e.g., [230]) at first com-
monly employed audio-visual features, often using Hidden Markov Models as described
by [138] and [140]. There have however been promising advances, e.g., by [211], into us-
ing more sophisticated machine learning techniques such as Support Vector Machines.
The growing amount of shared and tagged video content available has given rise to ap-
proaches making use of textual features [133]. The fundamental difference to our method
however lies in the objective. While topic information appears to be well-contained in
tags and headlines, age appropriateness can be widely independent of the video’s sub-
ject. Another active line of literature investigates the predictive and indicative poten-
tial of user comments on content-sharing platforms. Lange [122] found that user com-
ments on YouTube often more clearly express the relationships between users than the
platform’s explicit friendship function. Siersdorfer et al. [199] asked the more general
question of the overall usefulness of YouTube user comments. In several experiments
they were able to build models to identify polarising comments as well as predicting
comment ratings. De Choudhury et al. [61] ,finally, tried to identify characteristics of in-
teresting conversations by analysing discussions in YouTube comments. These various
successful exploitations of information contained in comments encourage our approach
of determining suitability of video content based on user comments.

The structure of YouTube content
As a first step towards identifying suitable video content for children, we will introduce a
range of potential features that may convey suitability information. We will start with a
brief inspection of the information offered on a typical YouTube page. A typical example
is shown in Figure 4.5. The pieces of information on the page can be grouped into 4
distinct categories:

Video information This category contains all information concerning the actual video
content. Examples from this category are the video title, tags, full text descrip-
tions, its genre or the play time. Intuitively, one would assume this category to
contain the strongest indicators of suitability as it is directly dedicated to the video
content. We will however show, that other sources of information can yield com-
parably strong indications.

Author information The second source of information available on the page is related
to the video’s uploader. While on the actual video page, we can only find the au-
thor’s user name, retrieving information from the related user profile can offer
many interesting clues such as the user’s age or popularity in the community.
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Figure 4.5: Example of a shared video on YouTube

Meta Information This category is dedicated to automatically generated meta informa-
tion on the video. Examples from this group are the video’s view count or the num-
ber of times it was added to a user’s favourite list.

Community-created information The final category is concerned with all information
that was created by the user community. Examples are user ratings, video re-
sponses or comments.

Capturing Suitability
After having introduced the range of information available on typical YouTube pages, we
will now discuss their applicability for predicting suitability of video content. Most no-
tably, we will group the available sources of information into content-based and interaction-
based ones. Following intuition, video and author information will be considered content-
related data, while meta and community information fall into the interaction category.

Content Information The main textual resources in this category are the video’s tags
and its description. The title and the category turn out to be already contained term
by term in the list of tags. We propose using uni-gram tag-based language models to
represent topical similarities and tag co-occurrences of child/non-child videos. Due to
the relative brevity of video descriptions, we expect only limited growth in complexity
when using higher order models at this point. Another feature of interest is the video’s
play time. Topical classification was hardly able to exploit this aspect. Anderson and
Levin [17], however, report children to show a significantly lower attention span than
adults. We will investigate whether this is reflected in the length of children’s videos com-
pared to general video clips.



4.3. Combined Methods

4

95

User profiles offer a wide range of possibly interesting information. The user’s age
may be relevant towards the suitability decision of her or his content. It is likely that
user age forms a valid prior on suitability as children’s videos will in the majority of cases
be watched by actual children or by parents which fall into empirically distinguishable
age groups. Furthermore, the profile text (either free text or information on favourite
books, films, hobbies, etc.) is expected to provide valuable information on the user’s
background and interests. We will use a language modelling approach to reflect these
specifics for authors of children’s and general content. It is however important to con-
sider the potentially sparse nature of these texts. The user is not bound to provide and
maintain a detailed profile of his likes and dislikes.

Interaction Information YouTube comments are typically short user messages, re-
lated to the published video content (although we also encountered extensive para-
graphs of text). Users additionally have the possibility to rate comments. The highest-
rated comments are then shown in a priority position above the main discussion. As
a first step towards using comments for suitability prediction, we will build comment
language models for children’s videos as opposed to general videos. These models are
expected to give further evidence of the video’s topic and related subjects.

One of the strongest motors of commenting is controversy. People feel more far more
inclined to contribute to a discussion whose general position they disagree with. This
results in controversial topics being discussed more vividly with comments pouring in
every few seconds [122]. Considering the nature of children’s videos we expect to see far
fewer heated debates on an episode of “Hello Kitty” than there might be on a news story
that deals with the recent changes to the US healthcare system. As a consequence we will
consider the total number of comments but also the median time between comments as
features.

We will furthermore capture this notion by applying sentiment analysis to the video
comments. Children’s content is in general expected to cause positive affection rather
than negative sentiments. The typical behaviour of antagonism that is often observed in
on-line discussions (e.g., by [121]), is expected to be less frequent for children’s content.
Our sentiment analysis is based on the sentiment corpus by Pang and Lee [167]. The
likelihood of a given comment c being well-intentioned is expressed as the average of
its constituent term’s likelihoods. The likelihood of each single term t being positive is
finally defined as the number of times t was observed in a positive comment in relation
to the total occurrences of t . The analogous score for the negative case is computed
as well and both are reported as features. A complete overview of all features and their
category affiliations is given in Table 4.16.

P (positive|c) = 1
|c|

∑c|
i=0 p(positive|ti)

p(positive|t ) = countpos(t )
count(t )

Experiments
To conduct our experiments, we use the same corpus of YouTube videos, that was pre-
viously described in Section 4.2. While the average video in our collection had a total of
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Table 4.16: YouTube features

Content Interaction

Play time Average rating
Tag LM # comments
Description LM Comment LM
Presence of tag “kid” positive sent. score
Presence of tag “child” negative sent. score
Author age # favourites
Author profile text LM # views
# subscribers to channel Median time between comments

360 comments, there are outliers which solely feature as many as 281,000 comments for
famous pieces of popular culture. In order to reduce the crawling and processing time
of such videos to reasonable dimensions we capped the number of comments fetched
at = 4950 comments. At that point more than 96.8% of the videos do not have additional
comments. Without affecting the majority of videos, the computational load could be
reduced significantly. Out of the whole collection, an initial sample of 1000 videos ( 50%
suitable for children and 50% for adult audiences) have been rated concerning their
child-friendliness by a domain expert with a background in childcare and education.

Our further exploration will be guided by the following three research questions: (1)
Can we automatically identify child-friendly videos using exclusively non-audio-visual
information? (2) Can community expertise outperform directly video-related informa-
tion at predicting child-friendliness? (3) Can video play time indicate child-friendliness
of shared Web videos? To begin our inspection of the domain we split the corpus into
stratified training (90%) and test (10%) sets, extracted the previously described features
and trained a range of state-of-the-art machine learning classifiers. Table shows a per-
formance comparison of the various approaches on the previously unseen test set. Per-
formance will be captured in terms of precision and recall as well as their combination
in the F0.5-measure. As in Section 4.1, we decided for the precision-biased F score to
reflect the nature of our task. Showing as few as possible unsuitable videos to children
(high precision) is clearly more important than retrieving all suitable videos (high recall).
The area under the ROC curve is additionally reported to give a notion of classification
confidence.

We can observe that already straight forward Naïve Bayesian approaches yielded
convincing performance. The overall best-performing model was an SVM classifier (We
employed an SVM using a Pearson VII universal kernel function as suggested by Qifu et
al. [175]. The following parameter settings were used: ω= 1, σ= 2, ε= 10−12, and, c = 1.)
Although we did not invest time into further feature engineering and parameter tuning
at this point of our research, the results look promising.

We see our first research hypothesis confirmed; Suitability of shared videos can be
reliably estimated using exclusively non-audio-visual features. In order to gain a deeper
understanding of how the crucial information is reflected in the data, we will further
analyse the individual prediction performance per feature category and per single fea-
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Table 4.17: Classification performance

Classifier P R F0.5 ROC

SVM 0.85 0.67 0.81 0.85
Random Forest 0.77 0.86 0.79 0.87
Decision Table 0.75 0.83 0.76 0.79

Logistic Regression 0.72 0.63 0.7 0.74
Decision Tree 0.74 0.79 0.75 0.82

Ada Boost 0.72 0.89 0.75 0.79
MLP 0.78 0.6 0.74 0.77

Naïve Bayes 0.72 0.63 0.7 0.72

Table 4.18: Feature category performance comparison

Category P R F0.5 ROC

Content Information 0.62 0.77 0.65 0.66
Interaction Information 0.68 0.75 0.69 0.71

ture. For this purpose we again used the previously described SVM classifier which was
now, however, trained on one feature category at a time. Table 4.18 shows a ranking by
feature category performance. Returning to our second research question, we note that
interaction information represents a more powerful predictor of suitability for children
than directly content-related features. This finding is statistically significant at α< 0.05-
level (determined using Wilcoxon Signed-Rank test). We conducted the analogous ex-
periment training the classifiers on just a single feature at a time. The results are shown
in Table 4.19.

Closer examination of the results shows a surprising tendency. The strongest single
feature turned out to be the number of times the video was watched. This finding is most
likely due to the fact that the majority of extremely popular videos on YouTube are about
current pop culture. The number of people who are actually interested in watching chil-
dren’s videos will be limited in comparison to the fan community of a famous musician
or music style. While this finding represents an interesting foundation for further re-
search, it is of course not prudent to deduce that every video that is not largely popular
in terms of number of views could be shown to children without concern.

Reconsidering our third research question, we have to note that (at least at the mo-
ment) the mere duration of a YouTube video does not give useful clues as to its suitability
for children. Despite the findings of Anderson and Levin [17] who were able to measure
significant differences in the attention spans of children of different age groups, the hy-
pothesis of children’s videos being shorter did not hold true for our application. We as-
sume that this is largely due to the fact that most video clips on YouTube are short by
definition. Video sequences of no more than 10 minutes are apparently easily under-
standable for children so that no significant differences could be measured. This obser-
vation should be revisited in the future, if the distribution of video lengths should change
due to new terms of service on the platform.
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Table 4.19: Individual feature performance comparison

Feature P R F0.5 ROC

# of views 0.75 0.54 0.7 0.72
Average rating 0.66 0.85 0.69 0.62

# favourites 0.72 0.54 0.68 0.7
Median inter-comment interval 0.71 0.55 0.67 0.7

Author age 0.64 0.82 0.67 0.64
Tag LM (1-gram) 0.59 0.92 0.64 0.55

Profile text LM (3-gram) 0.6 0.8 0.63 0.65
Comment LM (3-gram) 0.58 0.87 0.62 0.56

Sentiment score positive 0.57 0.91 0.62 0.52
Sentiment score negative 0.57 0.88 0.61 0.54
Description LM (3-gram) 0.56 0.91 0.61 0.53

# of subscribers 0.55 0.99 0.6 0.56
Presence of tag “kid” 0.55 1 0.6 0.54

Uncapped # of comments 0.55 0.98 0.6 0.5
Presence of tag “child” 0.55 1 0.6 0.5

Video Play time 0.54 0.48 0.53 0.51

4.4. Conclusion
In this chapter, we showed examples of three automatic means of estimating relevance.
First, addressing Research Question 2.a), we used document content of Web pages in or-
der to infer the pages’ child suitability. We showed that, using modern machine learning
methods, we can combine several document-level features to obtain a strong predictor
of suitability that could match human performance for the task. Turning away from ac-
tual document content, in Section 4.2, we employ a term extraction scheme on textual
comments submitted towards YouTube videos in order to extract indexing terms, and,
eventually, estimate topical relevance without taking into account the actual document
content. Finally, in Section 4.3, we combined both data sources and present a joint ap-
proach of estimating the child suitability of YouTube videos based on features related to
both content and user interaction.

A particular merit of such hybrid estimation schemes, employing multiple sources of
data, becomes salient when we take into account the life cycle of an information object.
In the examples given in this chapter, we found interaction-based evidence to frequently
outperform purely content-based efforts due to a greater volume of available informa-
tion. However, such methods will face severe “cold start” problems before sufficiently
many user interactions have been registered. At such early points in the life span of a
document, it is more promising to mainly rely on content-based evidence. A mixture
model that explicitly takes into account the document’s life cycle to determine the rela-
tive contributions of individual mixture components seems appropriate.

Throughout this chapter, we designed statistical models based on prior observations
and manually created ground truth labels in order to estimate the distribution of rel-
evance for unseen future data. So far, we did not discuss this, necessary, first step of
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manual labelling in much detail. Since, however, it is an integral part of many real-life
development cycles in both industry and academia, we will dedicate the following chap-
ter to the challenge of integrating human expertise in the computation loop.
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5
Human Computation for

Relevance Estimation

Alone we can do so little.
Together we can do so much.

-Helen Keller, Author

Many scientific fields, including information retrieval, artificial intelligence, machine
translation or natural language processing rely heavily on large-scale corpora for system
building, training and evaluation. The traditional approach to acquiring these data col-
lections is employing human experts to annotate or create the relevant material. A well-
known example from the area of information retrieval is the series of extensive corpora
created in the context of the NIST’s Text REtrieval Conference (TREC) (see, e.g., [88]).
Since the manual creation of such resources typically requires substantial amounts of
time and money, there have long been advances into using automatically generated or
extracted resources, examples are given by [180], [131], [204], or, [15]. While there are
several promising directions and methods that are reported to correlate well with hu-
man judgements, for many precision-sensitive applications, experts such as Marcus et
al. [148] still find manual annotation efforts indispensable.

Especially in novel or niche areas of research for which there are few or no existing
resources that could be re-used, the demand for an alternative way of data acquisition
becomes apparent. With the advent of commercial crowdsourcing, a new means of sat-
isfying this need for large-scale human annotations emerged. Starting in 2005, Ama-
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zon Mechanical Turk1 and others provide platforms on which task requesters can reach
a large number of freelance employees, the so-called workers, to solve human intelli-
gence tasks (HITs). The payment is typically done on micro level, e.g., a few US cents per
quickly solvable HIT. This process is now widely accepted and, following the pioneering
work of Ambati et al. [13] and Kittur et al. [111], represents the basis for data collection,
resource annotation or validation in many recent research projects.

In the light of these recent developments, this chapter will dedicate some room to
discussing human computation for relevance estimation. In particular, we will discuss
how to ensure the quality, timeliness and cost-efficiency of such data collection efforts.
Section 5.1 investigates current challenges in commercial crowdsourcing and presents
insights into overcoming them by means of task and interface design. In Section 5.2, we
will look into gamification, a paradigm that phrases data collection and annotation tasks
in an entertaining way with the goal of eliciting greater user engagement and immersion
while collecting valuable data.

5.1. Crowdsourcing
Over the years, crowdsourcing became substantially more popular among both requesters
and workers. As a consequence, the composition of the relatively small initial crowd
of workers that was mainly attracted by the prospect of completing odd or entertaining
tasks as a diversion, changed. Nowadays, according to [22], [106], and, [183], the number
of users who are mainly attracted by the monetary reward represents a significant share
of the crowd’s workforce. At the same time, we observe a significant share of cheaters
entering the market. Those workers try to maximise their financial gain by submitting
quick, generic, non-reflected answers that, in turn, result in weak or altogether compro-
mised corpus quality. In response to this trend, research work based on crowdsourcing
nowadays has to pay careful attention to monitoring result quality. The accepted way
of addressing cheat submissions is the use of high quality gold standard data or inter-
annotator agreement ratios to check on, and, if necessary, reject deceivers. Here, we
present an alternative approach by designing HITs that are less attractive for cheaters.
Based on the experience gained from several previous crowdsourcing tasks and a num-
ber of dedicated experiments, this work aims to quantify the share of deceivers as well
as to identify criteria and methods to make tasks more robust against this new form of
annotation taint.

Despite the fact that crowdsourcing is being widely used to create and aggregate data
collections for scientific and industrial use, the current amount of research work dedi-
cated to methodological evaluations of crowdsourcing is relatively limited. One of the
early studies by Sorokin and Forsyth [207] investigated the possibility of using crowd-
sourcing for image annotation. They found an interesting non-monotonic dependency
between the assigned monetary reward per HIT and the observed result quality. While
very low pay resulted in sloppy work, gradually increasing the reward improved annota-
tion quality up to a point where further increases even deteriorated performance due to
attracting more cheaters. In the same year, Kittur et al. [111] published their influential
overview on the importance of task formulation to obtaining good results. Their main

1 http://mturk.com

http://mturk.com
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conclusion was that a task should be given in such a way, that cheating takes approx-
imately the same time as faithful completion. The authors additionally underline the
importance of clearly verifiable questions in order to reject deceivers.

In the course of the following year, several independent research groups such as
Snow et al. [203] and Hsueh et al. [97] studied the performance of experts versus non-
experts for various natural language processing tasks such as paraphrasation, transla-
tion or sentiment analysis. The unanimous finding, also confirmed by Alonso and Miz-
zaro [11], was, that a single expert is typically more reliable than a single non-expert.
However, aggregating the results of several cheap non-experts, the performance of an
expensive professional can be equalled at significantly lower cost. In the same year, Lit-
tle et al. released TurkIt [134], a framework for iterative programming of crowdsourcing
tasks. In their evaluation, the authors mention relatively low numbers of cheaters. This
finding is somewhat conflicting with most publications in the field, that report higher
figures. We suspect that there is a strong connection between the type of task at hand
and the type of workers attracted to it. Later on, we will carefully investigate this depen-
dency through a series of dedicated experiments.

There is a line of work dedicated to studying HIT design in order to facilitate task
understanding and worker efficiency. Examples are Khanna et al [109]’s investigation of
the influence of HIT interface design on Indian workers’ ability to successfully finish a
HIT or Grady and Lease [84]’s study of human factors in HIT design. Our own interface-
related study inspects a very different angle by using interface design as a means of mak-
ing cheating less efficient and therefore less attractive.

We can conclude that there are numerous influential publications that detail tailor-
made schemes to identify and reject cheaters in various crowdsourcing scenarios. Snow
et al. [203] do not treat cheaters explicitly, but propose modelling systematic worker bias
and subsequently correcting for it. For their sentiment analysis of political blog posts,
[97] rely on a combination of gold standard labels and majority voting to ensure result
quality. Soleymani et al. [205] use a two-stage process. In a first round, the authors offer
a pilot HIT as recruitment and manually invite well-performing workers for the actual
task. Hirth et al. [94] describe a sophisticated workflow in which one (or even poten-
tially several) subsequent crowdsourcing step is used in order to check on the quality of
previously crowdsourced results. In her recent work, Gabriella Kazai discusses how the
HIT setup influences result quality, for example through pay rate, worker qualification
or worker type (see [107] and [108]).

Here, we take a different approach from the state of the art by (1) Aiming at discour-
aging cheaters rather than detecting them. While there is extensive work on the posterior
identification and rejection of cheaters, we deem these methods as sub-optimal as they
bind resources such as time or money. Instead, we try to find out what makes a HIT look
appealing to cheaters and subsequently aim to remedy these aspects. (2) While there
are many publications also detailing the authors’ cheater detection schemes, we are not
aware of comprehensive works on cheat robustness that are applicable to a wide range
of HIT types. By giving a broad overview of frequently encountered adversarial strategies
as well as established countermeasures, we hope to close this gap.
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How to Cheat
Before proceeding to our experimentally supported inspection of various cheat coun-
tering strategies, we will spend some thought on the nature of cheating on large-scale
crowdsourcing platforms. The insights presented here are derived from related work,
discussions with peers, as well as our own experience as HIT requesters. They present,
what we believe is an overview of the most frequently encountered adversarial strate-
gies in the commercial crowdsourcing field. While one could theorize about many more
potential exploits, especially motivated by the information security domain (e.g., [170],
[157]), we try to concentrate on giving an account of the main strategies HIT designers
have to face regularly.

As we will show in more detail, the cheaters’ methods are typically straightforward
to spot for humans, but, given the massive HIT volume, such a careful manual inspec-
tion is not always feasible. Cheating as a holistic activity can be assumed to follow a
breadth-first strategy in that the group of cheating workers will explore a wide range of
naive cheats and move on to a different HIT if those prove to be futile. When dealing
with cheating in crowdsourcing, it is important to take into consideration the workers’
different underlying motivations for taking up HITs in the first place [102]. We believe
that there are two major types of workers with fundamentally different motivations for
offering their work force. Entertainment-driven workers primarily seek diversion by tak-
ing up interesting, possibly challenging, HITs. For this group, the financial reward plays
a minor role. The second group are money-driven workers. These workers are mainly
attracted by monetary incentives. We expect the latter group to contain more cheating
individuals as an optimization of time efficiency and, subsequently, an increased finan-
cial reward, is clearly appealing given their motivation. Here, we also regard any form of
automated HIT submission, i.e., bots, scripts, etc. to originate from money-driven work-
ers. We were able to get an interesting insight into the organization of the money-driven
crowdsourcing subculture when running a HIT for the child suitability corpus described
in Section 4.1 that involved filling a survey with personal information. For this HIT, we
received multiple submissions by seemingly unique workers that contained largely con-
tradictory statements about fundamental credentials such as gender, age or education
level. We suspect these workers to be organised in large-scale offices from where mul-
tiple individuals connect to the platform under the same worker id. While this rather
anecdotal observation is not central to our work and demands further evidence in or-
der to be quantifiable, we consider it an interesting one, that is worth sharing with the
research community.

Our following overview of cheating approaches will be organised according to the
types of HITs and quality control mechanisms they are aimed at.

Closed-class Questions Closed-class questions are probably the most frequently used
HIT elements. They require the worker to choose from a limited, pre-defined list of op-
tions. Common examples of this category include radio buttons, multiple choice ques-
tion, check boxes and sliders. There are two widely encountered cheating strategies tar-
geting closed-class tasks: (1) Arbitrarily picked answers can often easily be rejected by
using good gold standard data or by inspecting agreement with redundant submissions
by multiple workers, either in terms of majority votes or more sophisticated combina-
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tion schemes [60]. (2) Clever cheaters may learn from previous HITs and devise edu-
cated guesses based on the answer distribution underlying the HIT. An example could be
the typically sparsely distributed topical relevance in Web search scenarios for which a
clever cheater might learn that arbitrarily selecting only a very small percentage of docu-
ments closely resembles meaningful judgements. This is often addressed by introducing
a number of very easy to answer gold standard awareness questions. A user that fails to
answer those questions can be immediately rejected as he is clearly not trying to produce
sensible results.

Open-class Questions Open questions allow workers to provide less restricted answers
or perform creative tasks. The most common example of this class are text fields, but it
potentially includes draw boxes, file uploads or similar. Focussing on the widely used
text fields, there are three different forms of cheats: (1) Leaving the field blank can be pro-
hibited during HIT interface design. (2) Entering generic text blocks is easily detectable if
the same text is used repeatedly across questions. (3) Providing unique (sometimes even
domain-specific) portions of natural language text copied from the Web is very hard to
detect automatically.

Internal Quality Control Most current large-scale crowdsourcing platforms collect in-
ternal statistics of the workers’ reliability in order to fend off cheaters. Reliability is, to the
best of our knowledge, measured by all major platforms in terms of the worker’s share of
previously accepted submissions. There are two major drawbacks of this approach: (1)
Previous acceptance rates fail to account for the high share of submissions that are uni-
formly accepted by the HIT provider and are post-processed and filtered, steps, to which
the platform’s reputation system has no access. (2) According to [103], previous accep-
tance rates are prone to gaming strategies such as rank boosting in which the worker
simultaneously acts as a HIT requester. He can then artificially boost his reliability by re-
questing and submitting small HITs. This gaming scheme is very cheaply implementable
as the cycle only loses the service fee deducted by the crowdsourcing platform.

In addition to these theoretical considerations concerning the shortcomings of cur-
rent quality control mechanisms, later on, we will show an empirical evaluation back-
ing the assumption that we need better built-in quality measures than prior acceptance
rates can deliver.

External Quality Control Some very interactive HIT types may require more sophisti-
cated technical means than offered by most crowdsourcing platforms. During one of our
early experiments, we dealt with this situation by redirecting workers to an external, less
restricted Web page on which they would complete the actual task and receive a confir-
mation code to be entered on the original crowdsourcing platform. Despite this openly
announced completion check, workers tried to issue made-up confirmation codes, to re-
submit previously generated codes multiple times or to submit several empty tasks and
claim that they did not get a code after task completion. While such attempts are easily
fended off, they offer a good display of deceiver strategies. They will commonly try out a
series of naive exploits and move on to the next task if they do not succeed. Section 5.2
will describe an example of such an external HIT in more detail.
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Experiments
After our discussion of adversarial approaches and common remedies, we will give a
quantitative experimental overview of various cheating robustness criteria of crowd-
sourcing tasks. The starting point of our evaluation are two very different HITs that
we originally requested throughout 2010 and that showed substantially different cheat
rates. The first task is a straightforward binary relevance assessment between pairs of
Web pages and queries. The second task asked the workers to judge Web pages accord-
ing to their suitability for children of different age groups and to fill a brief survey on their
experience in guiding children’s Web search as described in Section 4.1. The interfaces
of both tasks can be found in the appendix.

All experiments were run through CrowdFlower2 in 2010 and 2011. The platform in-
corporates the notion of “channels” to forward HITS to third party platforms. To achieve
broad coverage and results representative of the crowdsourcing market, we chose all
available channels, which at that time were Amazon Mechanical Turk3 (AMT), Gambit4,
SamaSource5 as well as the GiveWork smartphone application jointly run by Samasource
and CrowdFlower. Table 5.1 shows the overall distribution of received submissions ac-
cording to the channels from which they originated. The figures are reported across all
HITs collected for this study, as there were no significant differences in distribution be-
tween HIT types. The vast majority of submissions came from AMT. We are not are not
aware of the reason why we did not receive any submissions from the GiveWork app.
HITs were offered in units of 10 at a time with initial batch sizes of 50 HITS. Each HIT
was issued to at least 5 independent workers. Unless stated differently, all HITs were of-
fered to unrestricted audiences with the sole qualification of having achieved 95% prior
HIT acceptance, the default setting on most platforms. The monetary reward per HIT
was set to 2 US cents per relevance assessment and 5 US cents per filled Web page suit-
ability survey. We did not change the reward throughout this work. Previous work, e.g.,
by Harris [89], has shown the influence of different financial incentive models on result
quality. Statistical significance of results was determined using a Wilcoxon Signed Rank
test with α< 0.05.

A key aspect of our evaluation is identifying cheaters. There is a wide range of in-
dicators for this purpose, including: (1) Agreement with trusted gold standard data can
be used to measure the general quality of an answer. (2) Agreement with other work-
ers enables us to identify hard tasks on which even honest workers occasionally fail. (3)
HIT completion times (either compared per HIT or HIT type) give an estimate of how
much effort the worker put into the task. (4) Simple task awareness questions that are
correctly and unambiguously answerable for every worker can be introduced to identify
distracted or cheating individuals. Mistakes on this kind of question are typically penal-
ized heavily in cheater detection schemes.6 The concrete scheme chosen in this work
will be formally detailed in the following section.

Our analysis of methods to increase cheating robustness was conducted along four

2 http://www.crowdflower.com
3 http://www.mturk.com
4 http://getgambit.com/
5 http://samasource.org/
6 The original suggestion of this trick resulted from personal communication with Mark Sanderson and

William Webber.

http://www.crowdflower.com
http://www.mturk.com
http://getgambit.com/
http://samasource.org/
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Table 5.1: Submission distribution for all HITs.

Channel Absolute Relative share

Amazon Mechanical Turk 4285 85%
Samasource 454 9%

Gambit 303 6%
GiveWork 0 0%

research questions: 1. How does the concrete task type influence the number of ob-
served cheaters? 2. Does interface design affect the share of cheaters? 3. Can we reduce
fraudulent tendencies by explicitly filtering the crowd? 4. Is there a connection between
the size of HIT batches and observed cheater rates?

Before beginning our inspection of different strategies to fend off cheaters in crowd-
sourcing scenarios, let us dedicate some further consideration to the definition of cheaters.
Following our previous HIT experience, we can extend the worker classification scheme
by Kittur et al. [111] to identify several dysfunctional worker types. Incapable workers
do not fulfil all essential requirements needed to create high quality results. Malicious
workers try to invalidate experiment results by submitting wrong answers on purpose.
Distracted workers do not pay full attention to the HIT which often results in poor qual-
ity. The source of this distraction will vary across workers and may be of external or
intrinsic nature. The exclusively money-driven cheater introduced earlier falls into the
third category, as he would be theoretically capable of producing correct results but is
distracted by the need to achieve the highest possible time efficiency. As a consequence,
we postulate the following formal definition of cheaters for all subsequent experiments
in this work:

Definition 1. A cheater is a worker who fails to correctly answer simple task awareness
questions or who is unable to achieve better-than-random performance given a HIT of
reasonable difficulty.

In the concrete case of our experiments, we measure agreement as a simple major-
ity vote across a population of at least 5 workers per HIT. Disagreeing with this majority
decision for at least 50% of the questions asked will flag a worker as a cheater. Addi-
tionally, we inject task awareness questions that require the worker to indicate whether
the current document is written in a non-English language (each set of 10 judgements
that a worker would complete at a time would contain one known non-English page).
Awareness in this context represents that the worker actually visited the Web page that
he is asked to judge. Failing to answer this very simple question will also result in be-
ing considered a cheater. The cheater status is computed on task level (i.e., across a set
of 10 judgements in our setting) in order to result in comparable reliability. Comput-
ing cheater status on batch level or even globally would serve for very strict labels as a
single missed awareness question would brand someone a cheater even if the remain-
der of his work in the batch or the entire collection were valuable. Our approach can be
considered lenient as cheaters are “pardoned” at the end of each task. Our decision is
additionally motivated by the fact that the aim of this study is to gauge the proportion of
cheaters attracted by a given HIT design rather than achieving high confidence at iden-
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Table 5.2: Task-dependent share of cheaters before and after using gold standard data.

Task before gold after gold

Suitability 2.2% 1.6%
Relevance 37.3% 28.4%

tifying individuals to be rejected in further iterations. At the same time, we are confident
that a decision based on 10 binary awareness questions and the averaged agreement
across 10 relevance judgements produces reliable results that are hard to bypass for ac-
tual cheaters.

This approach appears reasonable as also it focuses on workers that are distracted
to the point of dysfunctionality. In order to not be flagged as a cheater, a worker has to
produce at least mediocre judgements and not fail on any of the awareness questions.
Given the relative simplicity of our experiments we do not expect incapability to be a
major hindrance for well-meaning workers. Truly malicious workers, finally, can be seen
as a rather theoretical class given the large scale of popular crowdsourcing platforms on
the Web. This worker type is expected to be more predominant in small-scale environ-
ments where their activity has higher detrimental impact. We believe that our definition
is applicable in a wide range of crowdsourcing scenarios due to its generality and flexi-
bility. The concrete threshold value of agreement to be reached as well as an appropriate
type of awareness question should be selected depending on the task at hand.

5.1.1. Task-dependent Evaluation
As a first step into understanding the dynamics of cheating on crowdsourcing platforms,
we compare the baseline cheater rate for the two previously introduced HIT types. The
main differences between the two tasks are task novelty and complexity. Plain rele-
vance judgements are frequently encountered on crowdsourcing platforms and can be
assumed to be well-known to a great number of workers. Our suitability survey, on the
other hand, is a novel task that requires significantly more consideration. Directly com-
paring absolute result quality across tasks would not be meaningful due to the very dif-
ferent task-inherent difficulty. Table 5.2 shows the observed share of cheaters for both
tasks before and after comparing answers to gold standard data. We can find a sub-
stantially higher cheater rate for the straightforward relevance assessment. The use of
gold standard data reduced cheater rates for both tasks by a comparable degree (27.3%
relative reduction for the suitability HIT and 24% for the relevance assessments). With
respect to our first research question, we note that more complex tasks that require cre-
ativity and abstract thinking attract a significantly lower percentage of cheaters. We as-
sume this observation to be explained by the interplay of two processes: (1) Money-
driven workers prefer simple tasks, that can be easily automated, over creative ones. (2)
Entertainment-seekers can be assumed to be more attracted towards novel, enjoyable
and challenging tasks. For all further experiments in this work, we will exclusively in-
spect the relevance assessment task as it has a higher overall cheater rate that is assumed
to more clearly illustrate the impact of the various evaluated factors.

We have shown that innovative tasks draw a higher share of faithful workers that are
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Table 5.3: Interface-dependent percentage of cheaters for variable queries, variable documents and fully
variable pairs.

Interface type Observed cheater rate

Variable queries 28.4%
Variable documents 21.9%

Both variable 18.5%

assumed to be primarily interested in diversion. However, in the daily crowdsourcing
routine, many tasks are of rather straightforward nature. Now, we will evaluate how inter-
face design can influence the observed cheater rate even for well-known and repetitive
tasks such as image tagging or relevance assessments. According to Shneiderman [196],
traditional interface design commonly tries to not distract the user from the task at hand.
As a consequence, the number of context changes is kept as low as possible to allow fo-
cused and efficient working. While this approach is widely accepted in environments
with trusted users, crowdsourcing may require a different treatment. A smooth inter-
action with a low number of context changes makes a HIT prone to automation, either
directly by a money-driven worker or by scripts and bots. We investigate this connection
at the example of our relevance assessment task.

Table 5.3 shows the results of the comparison. In the first step, we present the work-
ers with batches of 10 Web page/query pairs using gold standard data. In order to keep
the number of context changes to a minimum, we asked the workers to visit a single
Web page7 and create relevance judgements for that page given 10 different queries.
The resulting share of cheaters turns out to be substantial (28.4%). Now we increase
the amount of interaction in the HIT by requiring the worker to create 10 judgements
for query/document pairs in which we keep the query constant and require visiting 10
unique Web pages. Under this new setting the worker is required to make significantly
more context changes between different Web pages. While in a controlled environment
with trusted annotators this step would be counterproductive, we see a significant de-
cline by 23%, giving a total proportion of 21.9% cheaters. In a final step, we issue batches
of 10 randomly drawn query/document pairs. As a result, the proportion of cheaters de-
creases by another 15% to 18.5%. The general HIT interface remains unchanged from
the original example shown in Figure 5.1, only the combinations of query/document
pairs vary. With respect to our second research question, we find that greater variability
and more context changes discourage deceivers as the task appears less susceptible to
automation or cheating, and therefore less profitable.

Crowd Filtering At this point, we will address our third research question by inspect-
ing a number of commonly used filtering strategies to narrow down the pool of eligible
workers that can take up a HIT. In order to make for a fair comparison, we will regard two
settings as the basis of our juxtaposition: (1) The initial cheat-prone relevance assess-
ment setup with 10 queries and 1 document, using gold standard verification questions.

7 The pages used in this study originate from the ClueWeb’09 collection8 and the queries and gold standard
judgements for topics 51-57 from NIST’s TREC 2010 Web track adhoc task, described by Clarke [51].
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Figure 5.1: Relevance judgement HIT
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Figure 5.2: Web page Suitability HIT
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(2) The previous best performance that was achieved using gold standard verification
sets as well as randomly drawn query/document pairs as described earlier. Please note
that the crowd filtering experiments were exclusively run on AMT, since not all previously
used platforms offer the same filtering functionalities. The HITs created for this experi-
ment are not shown in Table 5.1, as they would artificially boost AMT’s prominence even
further. We will investigate three filtering instruments:

Prior Acceptance Rate Earlier on, we argued that the widely used prior acceptance
rates are not an optimal means of assessing worker reliability. In order to evaluate the
viability of our hypothesis, we increase the required threshold accuracy to 99% (The de-
fault setting is 95%). Given a robust reliability measure, this, at least seemingly, very strict
standard should result in highest result quality.

Country of Origin Offering the HIT exclusively to inhabitants of certain countries or
regions is a further commonly-encountered strategy for fending off cheaters and sloppy
workers. Following our model of money-driven and entertainment-driven workers, we
assume that offering our HITs to inhabitants of developed countries should result in
lower cheater rates. In order to evaluate this assumption, we repeat the identical HIT
that was previously offered unrestrictedly, on a crowd restricted to US workers.

Previous Recruitment Recruitment (sometimes also called qualification) HITs are a
further means of a priori narrowing down the group of workers. In a multi-step process,
workers are presented with preparatory HITs. Those workers that achieve a desired level
of result quality are eligible to take up the actual HIT. In our case, we presented workers
with the identical type of HIT that was evaluated later and accepted every worker that
did not qualify as a cheater (according to Definition 1) for the final experiment.

The first two columns of Table 5.4 show an overview of the three evaluated filter-
ing dimensions. Raising the threshold of prior acceptance from the 95% default to 99%
only gradually affected the observed cheater rate. Filtering depending on worker origin
was able to cut cheater rates down to less than a third of the originally observed 28.4%.
However, this substantial reduction comes at a cost. The run time of the whole batch
increased from 5 hours to slightly under one week, as we limit the crowd size. Providers
of time-sensitive or very large HIT batches may have to consider this trade-off carefully.
The introduction of a recruitment step prior to the actual HIT was able to reduce the
cheater rate, however, ratio of cheat reduction vs. increase in completion time is worse
than for origin-based filtering. To further confirm and understand these trends, columns
3 and 4 of the same table display the same statistics for the varied HIT setting in which
we assigned random query/document pairs. In general, the effect of filtering turned out
to be largely independent of the previously applied interface changes. The relative merit
of the applied methods was found to be comparable for both the initial and the high-
variance interface.

The conclusion towards our third research question is twofold: (1) We have seen how
prior crowd filtering can greatly reduce the proportion of cheaters. This narrowing down
of the workforce may however result in longer completion times. (2) Additionally, we
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Table 5.4: Effect of crowd filtering on cheater rate and batch processing time.

initial varied
Filtering method Cheaters Time Cheaters Time

Baseline 28.4% 3.2hr 18.5% 5.2hr
99% prior acc. 26.2% 3.8hr 17.7% 7.6hr

US only 8.4% 140hr 5.4% 160hr
Recruitment 19% 145hr 12.2% 144hr

could confirm the assumption that a worker’s previous task acceptance rate cannot be
seen as a robust stand-alone predictor of his reliability.

The Influence of Batch Sizes Crowdsourced HITs are typically issued at large scale in
order to collect significant amounts of data. Currently, HIT batch sizes are often ad-
justed according to practical or organizational needs but with little heed to result quality.
Wang et al. [228] give a first intuition of an instrumental use of batch sizes by showing
that small batches typically have longer per-HIT completion times than large ones. We
assume that this tendency is explained by large HIT batches being more attractive for
workers interested time-efficiency. A batch of only 2 HITs has a relatively large overhead
of reading and understanding the task instructions before completing actual work. For
large batches, workers have a significantly higher reuse potential. The same holds true
for cheating. Investing time into finding a way to game a 5-HIT batch is far less attrac-
tive than doing the same for a batch of 100 HITs. As a consequence, we expect large
HIT batches to attract relatively higher cheater rates than small batches. Previously, all
HITs were offered in batches of 50. In order to evaluate our hypothesis, we issued sev-
eral batches of relevance assessment HITs (see Figure 5.1) and compared the observed
cheater rates conditioned on batch sizes. For each setting, we collected judgements for
100 query/document pairs. Except for the batch size, all experiment parameters were
kept at the settings described in Section 5.1. Batches were requested one at a time. Only
after a batch’s completion would we publish the following one. In this way, we aim to
avoid giving the impression that there was a large amount of similar HITs available to be
preyed on by cheaters. As a consequence, we do not expect major external effects caused
by the resulting higher number of batches offered as they are never available at the same
time. Figure 5.3 shows the result of this comparison. The figure represents the mean ob-
served cheater rate for each batch size s across a population of n = 100

s batches. We can
note a statistically significant (using Wilcoxon signed Rank test with α < 0.05) increase
in cheating activity for batch sizes of at least 10 HITs. As a consequence of determining
cheater status at task level, we do not expect any influence of the batch size on the con-
fidence of our cheater detection since the number of HITs per task remained unchanged
across batch size settings.

As a further piece of evidence, let us investigate how the cheater rate develops within
a batch as HIT submissions arrive. The previously made observations would imply that,
as the batch approaches completion, the arrival of new cheaters should become less
frequent as the batch of available HITs shrinks in size. To pursue this intuition, workers
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Figure 5.3: Observed percentage of cheaters for HIT batches of variable size.

were ordered according to their time of first submission to the batch. Subsequently, we
determined the maximum likelihood estimate of encountering a new cheater, p(c) given
an original batch size and a degree of completion as:

p(c|s,ω) = |Cs,ω|
|Ws,ω|

Where |Cs,ω| is the number of new cheaters observed for size s at degree of comple-
tion ω, and |Ws,ω| is the overall number of new workers arriving at that time. Figure 5.4
shows the resulting distributions. For sufficiently large s, we can clearly see our intuition
confirmed. As the number of remaining HITs declines, new cheaters are observed less
and less frequently. For settings of s < 25 the distributions are near uniform and we could
not determine significant changes over time.

With respect to our fourth research question, we conclude that large batches indeed
attract more cheaters, as they offer greater potential of automation or repetition. This
finding holds interesting implications for HIT designers, who may consider splitting up
large batches into multiple smaller ones.

Conclusion
In this section, we investigated various ways of making crowdsourcing HITs more robust
against cheat submissions. Many state-of-the-art approaches to deal with cheating rely
on posterior result filtering. We choose a different focus by trying to design and formu-
late HITs in such a way that they are less attractive for cheaters. The factors evaluated
in this article are: (1) The HIT type. (2) The HIT interface. (3) The composition of the
worker crowd. (4) The size of HIT batches.
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Figure 5.4: Likelihood of observing new cheaters as batches approach completion.

Based on a range of experiments, we note that cheaters are less frequently encoun-
tered in novel tasks that involve creativity and abstract thinking. Even for straightforward
tasks we could achieve significant reductions in cheater rates by phrasing the HIT in a
non-repetitive way that discourages automation. Crowd filtering could be shown to have
significant impact on the observed cheater rates, while filtering by origin or by means of
a recruitment step were able to greatly reduce the amount of cheating, the batch pro-
cessing times multiplied. We are convinced that implicit crowd filtering through task
design is a superior means to cheat control than excluding more than 80% of the avail-
able workers from accessing the HIT. An investigation of batch sizes further supported
the hypothesis of fundamentally different worker motivations, as the observed cheater
rates for large batches that offer a high reuse potential, were significantly higher than
those for small batches.

Finally, our experiments confirmed that prior acceptance rates, although widely used,
cannot be seen as a robust measure of worker reliability. Recently, we have seen a change
in paradigms in this respect. In June 2011, Amazon introduced a novel service on AMT
that allows to issue HITs to an selected crowd of trusted workers, so-called Masters (at
higher fees). Master status is granted per task type and has to be maintained over time.
For example, as a worker reliably completes a high number of image tagging HITs, he will
be granted Master status for this particular task type. Currently, the available Master cat-
egories are “Photo Moderation” and “Categorization”. Due to the recency of this devel-
opment, we were not able to set up a dedicated study of the performance-cost trade-off
of Master crowds versus regular ones.

Novel features like this raise an important general question to be addressed by future
work: Temporal instability is a major source of uncertainty in current crowdsourcing re-
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search results. The crowdsourcing market is developing and changing at a high pace
and is connected to the economical situation outside the cloud. Therefore, it is not ob-
vious whether this year’s findings about worker behaviour, the general composition of
the crowd or HIT design would still hold two years from now. Besides empirical studies,
we see a clear need for explicit models of the crowd. If we could build a formal repre-
sentation of the global (or, depending on the application, local) crowd, including incen-
tives and external influences, we would have a reliable predictor of result quality, process
costs and required time at our fingertips, where currently the process is trial-and-error-
based.

One particularly interesting aspect of such a model of crowdsourcing lies in a better
understanding of worker motivation. On the basis of activity logs and usage histories, we
can solicit more sophisticated worker reliability models. To this end, the following sec-
tion will discuss the use of games in commercial crowdsourcing tasks. Following previ-
ous experience, we hypothesise that workers who are mainly entertainment-driven and
for whom the financial reward only plays a subordinate role, are less likely to cheat dur-
ing the task. Using games, such workers can be rewarded more appropriately by repre-
senting HITs in engaging and entertaining ways.

5.2. Gamification
As we saw in the previous section, in many time-insensitive applications, HIT providers
restrict the crowd of workers to certain nationalities (in the earlier example, we included
only US workers) who they trust will provide higher quality results. Although the ap-
proach is widely accepted and has been shown to significantly reduce the number of
spam submissions, we believe that this uptake may be treating symptoms and not the
actual underlying cause. Rather than attributing the confirmed performance differences
between the inhabitants of different countries to their nationality, we hypothesize that
there are 2 major types of workers with fundamentally different motivations for offering
their workforce on a crowdsourcing platform: (1) Money-driven workers are motivated
by the financial reward that the HIT promises. (2) Entertainment-driven workers pri-
marily seek diversion but readily accept the financial incentives as an additional stim-
ulus. We are convinced that the affiliation (or proximity) to one of those fundamental
worker types can have a significant impact on the amount of attention paid to the task
at hand, and, subsequently, on the resulting annotation quality. We realize that money-
driven workers are by no means bound to deliver bad quality; however, they appear to
be frequently tempted into sloppiness by the prospect of a higher time efficiency and
therefore stronger satisfaction of their main motivation. Entertainment-driven workers,
on the other hand, appear to work a HIT more faithfully and thoroughly and regard the
financial reward as a welcome bonus. They typically do not indulge in simple, repetitive
or boring tasks. We propose to more strongly focus on entertainment-driven workers by
phrasing crowdsourcing problems in an entertaining and engaging way: As games. Csik-
szentmihalyi [57]’s theory of flow, a state of maximal immersion and concentration at
which optimal intrinsic motivation, enjoyment and high task performance are achieved,
further encouraged our design.

We intend to increase the degree of satisfaction entertainment-driven workers expe-
rience. This can lead to (a) higher result quality, (b) quicker batch processing rates, (c)
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lower overall cheater rates, (d) better cost efficiency. An additional incentive for deliv-
ering high-quality results in a game scenario would be the element of competition and
social standing among players. Taking into account recent behavioural analyses of on-
line communities and games [120], entertainment seekers can be expected to put con-
siderable dedication into producing high-quality results to earn more points in a game
to progress into higher difficulty levels or a rank on the high score leader board.

In this section, we will describe a game-based approach to collecting document rel-
evance assessments in both theory and design. Based on NIST-created TREC data, we
conduct a large-scale comparative evaluation to determine the merit of the proposed
method over state-of-the-art relevance assessment crowdsourcing paradigms. Ventur-
ing beyond “hard” quality indicators such as precision, cost-efficiency or annotation
speed, we discuss a wide range of socio-economical factors such as demographics and
alternative incentives to enhance a fundamental understanding of worker motivation.
In a separate study, we demonstrate the generalizability of the proposed game to other
tasks on the example of noisy image classification.

Document relevance assessments have been playing a central role in IR system de-
sign and evaluation since the early Cranfield experiments [225]. Explicit judgements of
(the degree of) relevance between a document and a given topic are used as a proxy of
user satisfaction. Based on such test collections, the results of retrieval systems can be
compared without undergoing numerous iterations of user studies. Voorhees and Har-
man [226] look back on two decades of assessing document relevance in IR evaluation
and benchmarking for NIST’s Text Retrieval Conference (TREC). In order to be suitable
for the evaluation of state-of-the-art Web-scale systems, the requirements in terms of
size, topical coverage, diversity and recency that the research community imposes on
evaluation corpora have been steadily rising. As a consequence, the creation and cura-
tion of such resources becomes more expensive.

The majority of crowdsourced tasks are plain surveys, relevance assessments or data
collection assignments that require human intelligence but very little creativity or skill.
An advance into bringing together the communities of online games and crowdsourc-
ing is being made by the platform Gambit9, that lets players complete HITs in exchange
for virtual currency in their online gaming world. This combination, however, does not
change the nature of the actual HIT carried out beyond the fact that the plain HIT form
is embedded into a game environment. Instead, we propose using an actual game to
leverage worker judgements.

A number of techniques have been designed to make participation in human com-
putation efforts as engaging as possible. The perhaps most effective technique among
these is a genre of serious games called games with a purpose (GWAP) [4] which have
been developed with the focus of efficient and entertaining transformation of research
data collection into game mechanics. By equating player success in the game with pro-
viding quality inputs, the idea is to extract higher-quality data than is currently done
with dull repetitive tasks such as surveys. More than half a billion people worldwide
play online games for at least an hour a day – and 183 million in the US alone [151].
Richards [179] finds the average American, for example, to have played 10,000 hours
of video games by the age of 21. Channeling some of this human effort to gather data

9 http://getgambit.com/

http://getgambit.com/
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has shown considerable promise. People engage in these GWAPs for the enjoyment
factor, not with the objective of performing work. Successful GWAPs include the ESP
Game [5], which solicits meaningful, accurate image labels as the underlying objective;
Peekaboom [7], which locates objects within images; Phetch [8], which annotates im-
ages with descriptive paragraphs; and Verbosity [6], which collects common-sense facts
in order to train reasoning algorithms. The typical research objective of these GWAPs
is to have two randomly-selected players individually assign mutually-agreed document
labels, with the game mechanics designed to reward uncommon labels. In contrast, the
game mechanics of our proposed game is to encourage and reward consensus labeling.
Ma et al. [142]’s Pagehunt game presented players with a Web page and asked them to
formulate a query that would retrieve the given page in the top ranks on a popular search
engine to investigate the findability of Web pages. While task-specific games have been
shown to be engaging means of harnessing the players’ intelligence for a certain research
goal, there has not been a formal investigation of the merits of game-based HITs over
conventional ones. Additionally, current GWAPs are typically highly tailored towards a
certain (often niche) problem at hand and do not lend themselves for application across
domains. We will demonstrate the generalizability of our approach in Section 5.2.

Methodology
At this point, we will introduce the annotation game as well as the necessary pre- and
post-processing steps in order to acquire standard topic/document relevance assess-
ments. Careful attention will be paid to highlighting motivational aspects that aim to
replace HIT payment by entertainment as a central incentive.

The central concept of our proposed game is to require players to relate items to each
other. In order to preserve its general applicability, we tried to make as few as possible
assumptions about the nature of those items. The game shows n = 4 concept buckets
b1 . . .bn at the bottom of the screen. From the top, a single item i slides to the bottom,
and has to be directed into one of the buckets by the player. Doing so expresses a rela-
tionship between i and b j . Additional information about i can be found in an info box
in the top left corner.

In the case of document relevance assessments, the concept buckets b j display topic
titles, item i is a keyword from a document and the info box displays the context in which
the keyword appears in that document. Figure 5.5 shows a screenshot of our game. A live
version can be found online10. For each assigned relation between i and b j the player
is awarded a number of points. The score in points is based on the degree of agreement
with other players. In addition to this scheme, the game shows a tree that grows a leaf
for every judgement that consents with the majority decision. A full tree awards bonus
points. In this way, we reward continuous attention to the game and the task. As a final
element, the game is divided into rounds of 10 judgements each. After each round, the
speed with which item i moves is increased, making the task more challenging to create
additional motivation for paying close attention.

After up to 5 rounds (the player can leave the game at any point in time before that)
the game ends and the achieved points as well as the player’s position in our high-score

10 http://www.geann.org

http://www.geann.org
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Figure 5.5: A screenshot of the annotation game in which the keyword “Eiffel Tower” has to be related to one
of a number of concepts.

leader board are shown. Together with the log-in concept, this aims to encourage replay-
ing as people want to advance into the higher ranks of the leader board.

In order to use the envisioned game with TREC data for relevance assessments, a
number of pre-processing steps are required. All relevant game information is stored in
a relational database from which items, concepts and additional information are drawn
and into which user judgements are stored, subsequently. We assume a list of pairs p
consisting of a query q and a document d for which we will collect user judgements.

For every d , we extract the textual Web page content and break it up into a set S of
sentences sd ,1...sd ,|S| using the LingPipe library11. In the following step, S is reordered by
a ranking function r (s), based on decreasing mean inverse document frequency (i d f )
of sentences s with a number of |s| constituent terms tn . |C | denotes the number of
documents in the collection and d f (t ) is the number of documents containing term t .
In this way, we promote the most salient and informative sentences in the document.
The underlying idf (t ) statistics for this step are computed collection-wide.

idf (t ) = |C |
d f (t )+1

r (s) = 1

|s|
|s|∑

n=1
idf (tn)

Finally, the k highest-ranking sentences (those with the highest scores of r (s)) are se-
lected and used in the game. The concrete setting of k depends on the size of document
d and was set to 0.1|S| in order to account for different document lengths. Higher set-
tings of k result in a higher judgement density per document. For each of the selected
sentences, we extract the single highest-i d f term tn as sliding keyword i , and the full
sentence as context information to be shown in the top left corner. The concept buckets
b include the original query q , two randomly selected topics from the database, as well

11 http://http://alias-i.com/lingpipe/

http://http://alias-i.com/lingpipe/
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as an “other” option to account for none of the offered concepts being related to i . The
buckets are shown in random order to prevent selection biases.

As a final step, we have to transform the players’ conceptual associations into document-
wide relevance judgements. Each player annotation a can be understood as a quintuple
a = (pa , ia , sa ,ca ,ra) in which player p associated item i occurring in context sentence s
with concept c in round r of the game. In a first step, we map all associations a to rele-
vance votes. We interpret associations of any s ∈ d to the concept of the original query q
as a player’s binary relevance vote vp,s,q,r between sentence s and query q as described
in Equation 5.1.

vp,s,q,r =
{

1 if ca = q

0 else
(5.1)

In order to account for wrong associations and diversity in personal preference, we
aggregate a global sentence-level vote vs,q across all players p. As the game speeds up
in higher rounds, players have less time available for making the relevance decision. In
a preliminary inspection of annotation results, we noticed significant drops of accuracy
across subsequent rounds of the game. In order to account for this effect, we introduce a
weighting parameter λr representing the confidence that we put into judgements orig-
inating from round r of the game being correct. For simplicity’s sake, we reduce the
confidence by 0.05 per round after the first one. Alternative strategies could for exam-
ple include learning this parameter as a maximum likelihood estimate across previous
observations. Equation 5.2 details the aggregation to a global sentence-level vote vs,q

across the set of players Ps,q that had encountered the combination of sentence s and
query q .

vs,q = 1

|Ps,q |
∑

pi∈Ps,q

λr vpi ,s,q,r (5.2)

Finally, we aggregate across all sentence-level votes vs,q of a document d in order
to get one global page-wide judgement that is comparable to well-known (e.g., NIST-
created) annotations. Equation 5.3 outlines this process formally. It should be noted,
that omission of this third step may, given the application at hand, be beneficial for the
evaluation of tasks such as passage-level retrieval or automatic document summariza-
tion.

vd ,q = 1

|D|
∑

si∈D
vsi ,q (5.3)

Experimentation
At this point, we describe the setup and results of a large-scale experiment conducted
on several major commercial crowdsourcing platforms. Our performance comparison
of traditional and game-based HITs will be guided by the following 7 fundamental direc-
tions:

Quality. How does the result quality of game-based crowdsourcing HITs relate to that
of traditional ones given the same underlying crowd of workers and comparable
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financial means? We evaluate result quality in terms of agreement with gold stan-
dard NIST labels as well as with consensus labels across all participanting groups
of the TREC 2011 Crowdsourcing Track [127].

Efficiency. Are game-based HITs more popular, resulting in quicker HIT uptake and
completion than conventional ones? We investigate time to completion (for a
given batch size) as well as the duration per document and per single vote.

Incentives. How much is fun worth? We investigate the influence of incentives such as
fun & social prestige vs. monetary rewards on the uptake rate of HITs. Do users
prefer entertaining HIT versions even though they pay less?

Consistency. Does our game encourage a stronger task focus, resulting in better within-
annotator consistency? We investigate this dimension using a fixed set of workers
(of varying reliability and quality levels) who are exposed to re-occurring HIT ques-
tions in a game-based or conventional setting to measure their self-agreement as
an estimate of consistency and alertness.

Robustness. Does the share of (alleged) cheaters attracted to our game / attracted to
conventional HITs differ? Independent of the overall result quality, the observed
cheater rate is a surrogate of how reliable results are and how much sophistication
a HIT should dedicate to fraud protection.

Population. Does the use of games lead to a different crowd composition? Offering
game-based and conventional HITs, we collect surveys to investigate whether game-
based HITs attract different kinds of workers.

Location. State-of-the-art crowdsourcing approaches frequently filter their crowd by
nationality in order to improve result quality. We investigate whether there are in-
deed geographical preferences for game-based or conventional HITs and whether
those can be related to the crowd composition in those areas.

In this comparative study, we replicate the setting that was proposed by [127] in the
TREC 2011 Crowdsourcing Track assessment task. A total of 3200 topic/document pairs
(30 distinct topics, 3195 unique documents) were judged for relevance. The documents
are part of the ClueWeb09 collection [43], and the topics originate from the TREC 2009
Million Query Track [46]. A comprehensive list of all topics and document identifiers are
available from the TREC 2011 Crowdsourcing Track home page12. We contrast the per-
formance and characteristics of our proposed gamified HIT with those of a traditional
one. To attribute for assessment mistakes and personal preference, we collected judge-
ments from at least 3 individual workers per topic/document pair in both settings. All
HITs were run in temporal isolation (No more than 1 batch at any given time) to limit
mutual effects between the tasks. In the following, we describe the respective task de-
signs in detail.

12 https://sites.google.com/site/treccrowd2011/

https://sites.google.com/site/treccrowd2011/
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Traditional HIT As a performance baseline, we designed a state-of-the-art relevance
assessment HIT. Its design follows accepted insights from previous work as detailed in
the following. In order to limit the number of context changes, the document is shown
in-line on the platform’s HIT form as proposed by Kazai [107]. In this way, no distracting
opening and closing of windows or browser tabs is required. To further enhance the
task, we highlight every occurrence of query terms in the document. This technique was
reported to be beneficial by several previous approaches, e.g., by [222]. Finally, in order
to deal with malicious submissions, we measure agreement with NIST gold standard
pairs of known relevance. Workers who disagree on more than 50% of the gold labels
are rejected from the judgement pool. In the HIT instructions, we briefly introduce the
available relevance categories. The definition of relevance was introduced according to
the TREC guidelines [127]. The HIT form contains 2 questions:

“Please indicate the relevance of the shown document towards the topic <T> ”.

“Do you have any remarks, ideas or general feedback regarding this HIT that you would
like to share?”

For each HIT, the place holder <T> is replaced by the current topic. Offering the
possibility for worker feedback has been frequently reported (see, e.g., [10]) to improve
task quality and track down bugs or design flaws quickly. The HIT was offered at a pay
rate of 2 US cents per topic/document pair assessments; a reward level previously found
adequate by [9].

Gamified HIT The central piece of our proposed gamified version of the relevance as-
sessment HIT is the annotation game that was described in Section 5.2. Instead of hav-
ing the workers complete tasks locally on the crowdsourcing platform, the technical re-
quirements of our game demanded running it off-site on a dedicated server. In order
to verify task completion, workers are provided with a confirmation token after playing
one round of the game (10 term associations). Back on the crowdsourcing platform, they
enter this token in order to get paid. As a consequence, the actual HIT contained only a
brief instruction to the off-site process and two input fields:

“Please enter the confirmation token you obtained after completing one round of the
game.”

“Do you have any remarks, ideas or general feedback regarding this HIT that you would
like to share?”

Again, we solicit worker feedback. The HIT was offered at a pay rate of 2 US cents for
one round (10 term associations) of the game. All experiments described in this section
were conducted between December 2011 and February 2012 on two crowdsourcing plat-
forms: Amazon Mechanical Turk13 as well as all available channels on CrowdFlower14.

13 http://mturk.com
14 http://crowdflower.com/

http://mturk.com
http://crowdflower.com/
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Table 5.5: Annotation quality.

HIT type Accuracy (NIST) Accuracy (TREC-CS)

Conventional 0.73 0.74
TREC-CS 0.79 1.0

Game (plain) 0.65 0.75
Game (sent) 0.77 0.87
Game (doc) 0.82 0.93

Initial evaluation did not show any significant differences in the work delivered by work-
ers from different platforms. We will therefore not split the pool of submissions along
this dimension.

In total, 795 unique workers created 105,221 relevance judgements via our game. Ad-
ditionally, 3000 traditional relevance judgements were collected for comparison. In total,
we invested $90 to collect a volume of 108,221 annotations across the two compared ex-
perimental conditions. Together with the TREC 2011 Crowdsourcing Track annotations
and the original NIST labels, this makes the T11Crowd subset of ClueWeb09 one of the
most densely-annotated Web resources known to us. To enable reproducibility of our
insights and to further general crowdsourcing research, the complete set of our judge-
ments and the game itself are available to the research community15.

As a starting point to our performance evaluation of game-based crowdsourcing of
relevance assessments, we investigate the quality of the collected labels. Table 5.5 de-
tails the performance of our game in terms of overlap with gold standard NIST labels
as well as the global consensus across all TREC 2011 Crowdsourcing Track participants
(TREC-CS). We can note that already the conventional HIT delivers high result quality.
Ratios between 65% and 75% are often considered good rules-of-thumb for the expected
agreement of faithful human judges given a relevance assessment task [233]. TREC con-
sensus labels show a high overlap with NIST annotator decisions. The third row in Table
5.5 shows the performance of direct unaggregated sentence-level votes from our game
as described in Equation 5.1. While agreement with the TREC crowd is already substan-
tial, the overlap with high-quality NIST labels lags behind. As we aggregate across mul-
tiple workers’ annotations of the same sentence (Equation 5.2) and, finally, across all
sentences extracted from the same document (Equation 5.3), the performance rises sig-
nificantly, outperforming all compared methods. We used a Wilcoxon signed rank test at
α< 0.05-level to test significance of results.

In order to confirm the usefulness of our assumption from Section 5.2 concerning
the decline of label quality as the game speeds up and the player has less time to make
decisions, we evaluated annotation performance of raw labels according to the round
in which they were issued. Table 5.6 shows a near-linear decline in agreement of plain
game scores with TREC consensus as the game progresses. Agreement with NIST scores
also consistently shrinks from round to round.

Finally, previous work on prediction in crowdsourcing systems (e.g., [212] and [169])
demonstrates that reliability of the average predicted scores by the crowd improves as

15 http://sourceforge.net/projects/geann/

http://sourceforge.net/projects/geann/
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Table 5.6: Annotation quality as a function of the game round in which judgements were issued.

Round Accuracy (NIST) Accuracy (TREC-CS)

1 0.72 0.81
2 0.67 0.77
3 0.62 0.73
4 0.60 0.69
5 0.54 0.65
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Figure 5.6: Quality as a function of votes per pair.

the size of the crowd increases. The benefit of our game-based HIT is its popularity that
allows us to collect more judgements per topic / document pair than traditional HITs.
On average, each topic / document pair in the collection received 32 unique user judge-
ments at the sentence level (some of which may originate from the same user as she or
he rates different passages of the same document). Figure 5.6 shows how annotation
quality develops as we add more judgements per pair. After initial fluctuation, as single
votes have great influence on the overall decision, accuracy consistently improves as we
add more votes per pair. The effect levels out as we approach the upper performance
limit.

The second official performance indicator besides label quality in the TREC 2011
Crowdsourcing Track was the time necessary to collect the required judgements. For
many use cases in human computation, low latencies are essential. The particular na-
ture of the game imposed a time limit on players within which they had to make their
decisions. As we detailed in the previous section, aggregation across users, weighting
votes according to the difficulty level under which they were created, ensured competi-
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Table 5.7: Annotation efficiency.

Conventional Game-based

t per vote 40.1 sec 5.2 sec
t per doc 40.1 sec 27.8 sec

Uptake (votes per hour) 95.2 352.1

tive result quality. At the same time, however, a sequence of, individually quick, concept
matchings enables workers to be more efficient and motivated than in conventional set-
tings. Table 5.7 shows how conventional HITs take slightly longer to judge documents
even when aggregating the duration of all passage-level votes in the game-based setting.
Taking into account the significantly higher uptake rate (number of judgements issued
per hour) of the game HITs, this serves for a considerably more efficient batch process-
ing.

Especially in conjunction with the previous section’s findings of high degrees of re-
dundancy serving for better result quality, high uptake rates become crucial as they allow
for timely, yet accurate decisions.

The third and final evaluation criterion employed for TREC 2011 was the cost in-
volved in the collection of relevance labels. With our game-based approach, we aim to,
at least partially, replace the financial reward of the HIT with entertainment as an al-
ternative motivation. In this section, we will investigate to which degree this change in
incentives can be observed in worker behaviour.

In order to be paid via the crowdsourcing platform, workers had to complete at least
one round (10 concept matchings) of our game. At that point the required confirmation
token was displayed to them and they could return to the platform in order to claim
their payment. However, the game offered an additional 4 levels to be played. From a
purely monetary-driven perspective there would be no reason for continuing to play at
that point. As we can see in Table 5.8, however, over 70% of games are played beyond the
first round. This essentially results in crowdsourcing workers creating judgements free
of charge because they enjoy the game experience. Additionally, we can observe players
to return to the game after a number of hours to play again and improve their score and
their resulting position on the leader board. Subsequent visits often happen directly to
the game page, without being redirected from (and paid through) the crowdsourcing
platform. Almost 80% of all players (633 out of 795) return after their first round played,
with an average time gap of 7.4 hours between games. For regular HITs, we observed a
return rate of only 23%.

When inspecting the concrete distribution of judgements across workers, as shown
in Figure 5.7, we see this trend continued. Crowdsourcing tasks often tend to exhibit
Power-law distributions of work over unique workers with some strong performers and
a long tail of casual workers who only submit single HITs. Here, however, we notice
a strong center group of medium-frequency players. We hypothesise that replacing the
workers’ extrinsic motivation (“do the HIT to earn money”) by an intrinsic one (“let’s have
some fun”), causes these tendencies.

This has a number of noteworthy consequences: (1) We can attract workers to a HIT
at a comparatively low pay rate. Even without playing beyond the first round, 2 US cents
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Table 5.8: Game-based assessment behaviour.

Criterion Observation

Games with 2+ rounds 70.9%
Rounds per game 3.5

Players with 2+ games 79.5%
Games per player 4.36

Time between games 7.4 hrs
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Figure 5.7: Distribution of judgements across users.
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Table 5.9: Effective annotation cost.

Conventional Game-based

Cost per doc $0.06 $0.0004
Whole corpus $192 $1.28

Effective hourly rate $1.80 $0.18

for 10 concept associations would roughly result in a prospective hourly pay of $1.20. (2)
Furthermore, as most workers continue playing, additional annotations are created with
no expectation of financial compensation. (3) Drawn by the competitive aspect of the
game, workers return and create even more unpaid assessments. As a consequence, the
overall amount of money invested into the game-based collection of more than 100,000
sentence-level relevance judgements was $27.74. This includes all administrative fees
charged by the crowdsourcing platforms. In comparison, the participants to the TREC
2011 Crowdsourcing Track reported overall costs of $50 – $100 for the collection of sig-
nificantly fewer labels.

Table 5.9 shows a final cost comparison of the conventional and game-based ver-
sions of the inspected relevance assessment HIT. While all indicators of cost efficiency
from a worker’s perspective clearly speak for choosing the conventional, better-paying
HIT, the previously described figures of HIT uptake rates as well as the high number of
alternative HITs available at all times on large-scale platforms such as AMT, indicate, that
we reach workers who consider the entertainment potential of a HIT before choosing it.
If we consider all judgements made in rounds after the first one and all judgements from
revisits that were not paid for on the crowdsourcing platform as free-of-charge judge-
ments, we arrive at a share of 83.7% of all labels having been created free of charge. Addi-
tionally, a number of players (39 out of 795) accessed the game without being prompted
(and paid) by a crowdsourcing platform. These players were recruited from the authors’
professional and private networks or word of mouth of other players. We could not find
significant differences in the judgement quality or volume created by this group of play-
ers. The invested amount of money can be seen as advertisement costs rather than ac-
tual payments. In a traditional setting, collecting the same annotation density would
have cost $2104.

Following [57]’s theory of Flow, a state of deep immersion is a good foundation for
high performance independent of the concrete task at hand. With our game-based HIT,
we aimed to exploit this observation in order to create greater task focus than workers
typically achieve on conventional HIT types. The previously shown result quality fig-
ures support this hypothesis. As an additional performance indicator, we will measure
the workers judgement consistency. Faced with the same passage of text and choice of
concepts multiple times, a situation-aware worker is expected to display a high degree
of intra-annotator agreement. In the course of our judgement collection, we showed
identical assignments to workers 837 times and observed an intra-annotator agreement
of 69.8%. We set up a dedicated crowdsourcing experiment in which a portion of the
offered topic / document pairs re-occurred. The HIT was set up in the “traditional”
fashion described earlier. Across 500 redundantly issued assignments, we observed an
intra-annotator agreement of only 61.3%, a significantly lower ratio (determined using
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Wilcoxon signed rank test at α < 0.05) than in the game-based setting. While the game
setting resulted in higher consistency than usual crowdsourcing schemes, we could not
match the consistency Scholer et al. [193] report for professional assessors as for exam-
ple employed by NIST.

Cheating, spamming and low-quality submissions are well-known and frequently-
observed incidents on commercial crowdsourcing platforms. Previously, we demon-
strated convincing result quality of gamified document relevance assessments when la-
bels are aggregated across a sufficiently large number of workers. Since our approach
appeals more to the entertainment-seeking rather than money-driven workers, we did
not include a dedicated cheat detection scheme as would often be considered necessary
in state-of-the-art HITs. However, we realise that the observed cheat rate in an assign-
ment can serve as a surrogate for the confidence and reliability of the overall results. To
this end, we measure the observed proportion of cheat submissions to our game as well
as to the conventional HIT version. Following Definition 1, we categorizing workers who
disagree with the majority decision in more than half of all cases as cheaters. In order
to deliver a conservative estimate of the rate of cheat submissions, we tighten their def-
inition and consider a worker as cheating if at least 67% of their submissions disagree
with the majority vote. This scheme was applied to both, the conventional HIT as well
as the gamified version. In the game-based case, we additionally flagged all submissions
as cheat that tried using forged confirmation tokens.

Overall, this resulted in a share of 13.5% of the conventional HIT’s judgements be-
ing considered cheated. For the game-based version, the percentage was a significantly
lower 2.3%. This finding conforms with our earlier observation from Section 5.1, where
we observed innovative, creative tasks being less likely to be cheated on.

In our game-based approach, we did not make use of any form of a priori filtering the
pool of workers eligible to access our HITs. We hypothesise, however, that HIT type, fi-
nancial reward and task phrasing influence the underlying crowd that decides to work on
a given assignment. To better understand the composition of the group of commercial
crowdsourcing workers that are interested in games, we accompanied parts of our HITs
by surveys in which we asked for high-level participant demographics and their prefer-
ence for either the conventional or the game-based HIT. Table 5.10 shows an overview
of several salient outcomes of the survey. The split in decisions was roughly equal, with
24% of workers not indicating clear preferences. The entertainment-seeking worker is
on average several years younger, more likely to hold a university degree and will typi-
cally earn a higher salary. Finally, women were found to be significantly less interested
in games than their male co-workers. This conforms with general observations about
gender differences made for example by Ko et al. [114]. A worker’s language background
did not influence his or her likelihood to prefer games.

Many commercial crowdsourcing schemes report performance gains when filtering
the crowd by nationality. We noted similar tendencies in the previous section, ourselves.
Due to different distributions of education, language skills or other cultural properties,
such steps can influence result quality. As a final dimension of our investigation of games
for use on commercial crowdsourcing platforms, we will inspect whether worker origin
has an influence on result quality. From our survey, we found Indian workers, with a
share of 60%, to be the dominant group in both settings. US workers were consistently
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Table 5.10: Composition of the crowd

Conventional Game-based

Preference 39% 37%
Female 47% 35%

Age 34 27
Univ. degree 46% 62%

Income $20k $45k
English Native Speaker 24% 25%

the runners-up with a proportion of approximately 25%. There was no significant differ-
ence in the likelihood to prefer games over conventional HITs between countries.

Finally, when inspecting result quality from our game, again, no difference in perfor-
mance or likelihood to cheat could be found. This suggests that filtering workers by na-
tionality may not be ideal. In fact, the underlying worker motivation and HIT type pref-
erence can be assumed to have a far greater impact on observed uptake, performance
and trustworthiness.

Image classification
Previously, we described and evaluated the performance of the proposed crowdsourcing-
powered annotation game for the task of TREC-style document relevance assessments.
To demonstrate the generalization potential of the described concept-matching method,
we applied the same game in an image classification pilot.

In the course of the Fish4Knowledge project16, several underwater cameras have
been placed in selected locations in south-east Asian coral reefs. The continuous record-
ings are supposed to further knowledge about behaviour, frequency and migration pat-
terns of the resident tropical fish species. A key step to coping with the large amounts of
image data produced by these cameras is a reliable automatic species classification. In
order to train such systems, numerous training examples are required. While the project
employs a team of marine biologists, their greater expertise is costly. Using our anno-
tation game, we crowdsource the task of classifying the encountered species. Instead
of relating keywords to TREC topics, the objective is now to match a shot of the under-
water camera (often low quality) to high-quality examples of resident fish species. By
initializing the underlying database with images rather than textual items, no changes to
the actual game were necessary. Figure 5.8 shows a screenshot of this alternative game
setting.

Our feasibility study encompassed 190 unique underwater camera shots for which
known gold standard labels created by the marine biologists existed. Each biologist had
classified all images, allowing us to contrast crowd agreement with expert agreement.
The HIT was offered in January and February 2012 at the same pay rate (2 US cents per
round of 10 associations) as the text-based version. Table 5.11 shows the results of the
experiment in which the degree of agreement with the majority of experts as well as the
crowd’s inter-annotator agreement are detailed. We can see high agreement with expert

16 http://www.fish4knowledge.eu/

http://www.fish4knowledge.eu/
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Figure 5.8: GeAnn applied for image grouping.

Table 5.11: Image classification performance

Agreement (exp.) Inter-annot. Agreement

Experts 0.82 -
Game 0.75 0.68

labels as well as substantial agreement among workers. The popularity (qualitatively
perceived through worker feedback) and uptake rate of this HIT even slightly exceeded
those of the game-based one for document relevance assessments. Several workers had
mentioned difficulties reading the moving text fragments in the short time available.
With images, this does not appear to be an issue.

Methods like this could play an essential role either in the creation of training and
evaluation data necessary for the assessment of automatic classification quality, or as
part of a hybrid human-computer classification in which automatic methods narrow
down the range of potential species before human annotators select the most likely species
from the pre-selection. It should be noted, however, that the domain experts are by no
means obsolete in this setting. While they annotated fish images simply based on their
knowledge of the resident species, players of our game only had to select one out of a
range of 4 species by similarity.

Discussion
We found convincing results across all inspected performance dimensions, supporting
the benefit of offering alternative incentives besides the pure financial reward. To con-
clude, we will now discuss a number of observations and insights that were not yet fully
covered by the evaluation.

Firstly, considering the fact that the round concept of the game appears to invite
workers to create assessments without payment (by playing on after having received the
confirmation token), it is not obvious why we should limit the game to a fixed number of
rounds. In the present setting, a game inevitably ends after the fifth round. One might
argue that a higher number of rounds or even an open-ended concept would result in
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even greater cost efficiency. In fact, the opposite seems to be the case. In an initial ver-
sion of the game, there was no upper limit to the number of rounds per game. As a
consequence, some players were frustrated, as the only way to “finish” the game would
be to either lose or give up. This resulted in fewer returning players. Additionally, the
quality of annotations resulting from higher rounds was highly arguable as the objective
of the game became mainly surviving through as many rounds of fast-dropping items as
possible, rather than making sensible assessments. In the new, limited, setting, the clear
objective is to do as well as possible in 5 rounds. Players who want to improve their score
beyond this point have to return and start a new game.

A second key observation to be made is the fact that while we evaluate against the
performance of NIST assessors and TREC participants, the tasks our workers face is a
significantly different one. In the game, no worker gets to see full textual documents or
is even told that the objective is to determine topical relevance of Web resources towards
given information needs. We deliberately aimed for such a loose coupling between game
and task as we wanted to keep the game experience entertaining without leaving the
“aftertaste” of working. It is interesting that mere conceptual matching correlates well
with actual relevance assessments. Also, in the data pre-processing phase, we do not
extract sentences based on query terms but rather focus on pure idf statistics. In this
way, we manage to capture the general gist of a document without artificially biasing it
towards the topic.

Finally, the key insight gained from this work was the substantial benefit achieved by
offering an alternative incentive to workers. Most of the interesting properties observed
in the gamified system, such as workers producing free labels, would not have happened
otherwise. This is, however, not necessarily limited to gamified tasks. In this paper we
used games as one possible means of showing how a particular incentive (money) can
be replaced with another one (entertainment). By doing so, we focus on a certain type
of worker, entertainment-seekers, the existence of which we hypothesised based on pre-
vious experience with crowdsourcing. We are convinced that a better understanding of
worker types and their specific intrinsic motivations is essential in driving the bound-
aries of current crowdsourcing quality. Kazai et al. [108] propose an interesting classifi-
cation of workers into several categories. In their work, a number of performance-based
worker types, including e.g., spammers, sloppy and competent workers are described.
We believe, that more general worker models which also encompass aspects such as
worker motivation capability and interest in certain HIT types, etc. can be of signifi-
cant benefit for the field. Very similar to the task of advertisement placement, a worker
whose motivations we understand, can be targeted with better-suited precisely-tailored
HIT types.

The common example of worker filtering by nationality illustrates the practical need
for a better understanding of worker motivation. This practice is not only of dubious
ethical value, it may additionally address symptoms rather than causes. The original ob-
jective of identifying and rejecting such workers that try to game the task and get paid
without actually working is often hard to fulfil. Filtering by nationality is straightforward
to achieve, but also (at best) only correlated with reliability. This bears the significant risk
of artificially thinning the pool of available workers. Our work (e.g., Tables 5.8 and 5.10),
demonstrates that in an entirely unfiltered environment no significant national differ-
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ences in quality, cheat rates, etc. can be found when focussing on the desired worker
type. In this way, we retain a large work force but, by task design, discourage undesired
worker types from taking up our work in the first place.

Looking out towards future changes to the game based on lessons learned in this
work, we aim for including yet another incentive besides entertainment. The leader
board concept of the current game tries to spark competition between players and has
a moderate success at doing so. However, the workers do not know each other. In a
reputation-aware environment, such as a social network, this effect can be expected to
have a far greater impact. Having the ability to compare scores and to compete in a
direct multi-player game with their friends will create much more compelling incen-
tives for (a) performing well in each game, (b) continuing to play, (c) returning for subse-
quent matches and (d) recommending the game to their circle of friends. We believe that
exploiting these aspects by integrating social reputation into crowdsourcing will create
many interesting applications.

5.3. Conclusion
In this chapter, we discussed two alternative ways of integrating humans into the com-
putation loop for estimating document relevance. Human expertise is considered an
indispensable component in the design and evaluation cycles of many industrial and
academic applications. In Section 5.1, we introduced commercial crowdsourcing as a
means of reaching out to massive work forces on platforms such as Amazon’s Mechan-
ical Turk. In order to fully use the wisdom of the crowd, it is crucial to address noise
in the form of inaccurate or deceiving submissions. While the state of the art focussed
on posterior recognition and filtering of undesired submissions, we showed that creative
tasks attract less cheat submissions than straight-forward, repetitive ones. Even for stan-
dard tasks, interface design considerations can significantly reduce the amount of cheat
submissions.

Addressing Research Question 2.d), we took our theory one step further and devised
a game with a purpose that allowed workers to create topical relevance judgements in a
playful and entertaining way. In this way, we were able to negate the supposed effect of
worker nationality by phrasing HITs in such a way that they attract more reliable workers.
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Relevance Modelling

Combine the extremes, and you will have the true center.

-Karl Wilhelm Friedrich Schlegel, Poet

In the previous part of this work, we discussed two alternative paradigms of estimat-
ing relevance for information retrieval. First, in Chapter 4, we investigated automatic
means of estimating relevance based on document-level properties, either in terms of
actual document content or based on the observed interactions between content and
users. In Chapter 5, we turned towards human computation, discussing commercial
crowdsourcing as well as means of gamification in order to elicit valuable information in
an entertaining and enticing way. Many real-life scenarios will make use of some form of
combination of the two fundamental approaches, a typically observed strategy is to har-
ness human computation for the creation of high-quality training and evaluation sets
on the basis of which automated approaches can be built to make real-time decisions at
massive scale.

Whether in this way, or by means of another concrete implementation, at this point,
we assume that there are reliable ways of inferring individual relevance dimensions from
the available sources of data. The final challenge, however, becomes to combine all these
cues of relevance into a formal model, resulting in an estimate of the overall probability
of relevance.
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Beyond the value of individual relevance factors, there can be complex, non-linear
dependencies between relevance factors. For example, relevance dimensions such as
topicality and credibility might appear independent for some document subsets, but
extreme values in one dimension may influence the other in a way that is not easily cap-
tured by state-of-the-art approaches. As a concrete example, take TREC 2010’s faceted
blog distillation task (see [144]), that aims at retrieving topically relevant non-factual
blog feeds. Here, the relevance space has two dimensions: topicality and subjectivity.
Figure 6.1 shows the distribution of relevance scores for Topic 1171, “mysql”, across these
two relevance dimensions. We can note an apparent correlation in the lower left part of
the graph that weakens as scores increase. To underline this, we computed Pearson’s
ρ between the two dimensions for the lower score third (ρ = 0.37), the upper region
(ρ = −0.4), as well as the overall distribution (ρ = 0.18). Apparently, the dependency
structure of the joint distribution of relevance, in this case, is not easily described by
a linear model. Consequently, we can expect dissatisfying performance of linear com-
bination models. And, indeed, when inspecting the performance of a linear combina-
tion model with empirically learned mixture parameters λ, Topic 1171 receives an av-
erage precision of only 0.14, well below the method’s average across all topics of 0.25.
In the course of this chapter, we will discuss practical means of addressing cases like the
present one and will finally revisit this example to demonstrate the effect of our proposed
method.

While the machine learning, information retrieval, data mining and natural language
processing communities have significant expertise in estimating topical document rele-
vance and additional dimensions in isolation, the commonly applied combination schemes
have tended to be ad hoc and ignore the problem of modelling complex, multi-dimension
dependencies. In practice, they follow statically weighted linear combinations with em-
pirically determined mixture parameters (e.g., [182]) or deploy sophisticated learning
to rank techniques that tend to offer only limited insight to humans about why they
were weighted highly for relevance. Ideally, we would demand realistic, yet formally-
grounded combination schemes that can lead to results that are both effective and with
human-interpretable justification.

In a different context, the field of quantitative risk management has devised copulas,
a flexible, varied class of probability density functions that are designed to capture rich,
non-linear dependencies efficiently in multi-dimensional distributions. Copulas work
by decoupling the marginal distributions of the data from the underlying dependency
structure of the joint distribution. In particular, copulas can account for so-called tail
dependencies, i.e., dependencies that play up at the extreme values of the interacting
distributions. As an example, let us consider two commodities traded on the stock mar-
ket, such as rare earth metals and pork bellies. The two commodities are sufficiently
different to make the related market segments quasi-independent. However, [39] note
that extreme market situations can cause investor panics that reach across otherwise
independent segments and cause previously unseen interrelationships.

In the following, we give a detailed introduction to the formal framework of copulas
and describe how to estimate them from empirical data. Based on a number of sizeable
standard data sets such as the Blogs08 collection described by Macdonald et al. [144],
we demonstrate the merit of using copulas for multivariate relevance estimation. In a
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Figure 6.1: Distribution of bivariate relevance scores for TREC 2010 Blog Track Topic 1171, “mysql”.

related effort, we address the task of score fusion based on historic submissions to the
TREC ad hoc task.

While the formal combination of several individual relevance dimensions in one
model has not been extensively studied, there has been an interesting thread of research
on score fusion. The task is to combine the result rankings of multiple independent re-
trieval systems in order to compensate for local inaccuracies of single engines. Early
approaches, such as [73], to the task were based on evidence aggregation in the form
of products and sums of scores across individual systems. The fused ranking is based
on the absolute value of the cross-system aggregates. Vogt and Cottrell [224] first in-
troduced linear interpolation of multiple model rankings for system fusion. Aslam and
Montague [19] proposed a probabilistic rank-based method for direct combination of
multiple engines. Later on, they devised a similar method based on a majority voting
scheme between various retrieval systems presented in [155]. They further proposed a
score normalization scheme that is more robust to outliers in the distribution of rele-
vance than the previously used min/max technique [156]. Manmatha et al. [145] esti-
mated a search engine’s score distribution as a mixture of normal and exponential dis-
tributions, for relevant and non-relevant documents respectively. They used the result-
ing distributions for score fusion across multiple engines, but did not attempt to model
dependencies in the joint score distribution, instead treating the scores as independent
and averaging probabilities, or discarding ‘bad’ engines altogether.

Wu and Crestani [239] introduced the first of what would become a group of fusion
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approaches that define an explicit weighting scheme under which the original result lists
are combined. Bordogna and Pasi [35] as well as Costa-Pereira et al. [54] employ various
quality notions such as the degree to which a document satisfies a given relevance cri-
terion to dynamically adapt the weighting scheme to the underlying distribution of rele-
vance. Craswell et al. [55] investigated relevance model combination by linearly combin-
ing constituent scores in the log domain. Tsikrika and Lalmas [220] applied Dempster-
Shafer theory for the aggregation of independent relevance dimensions in Web retrieval
in the form of belief functions. Gerani et al. [80] propose non-linear score transforma-
tions prior to the standard weighted linear combination step. Their solid results demon-
strate the need for models whose capabilities go beyond linear dependency structures
between relevance dimensions.

In recent years, the variety of IR applications has become significantly more diverse.
As a consequence, universal relevance models have become less viable in many areas.
Tasks such as legal IR, expert finding, opinion detection or the retrieval of very short
documents (e.g., tweets) have brought forward strongly customised relevance models
tailored towards satisfying a given task (e.g., [99] or [23]). Especially for the retrieval of
structured (XML) documents, score combination schemes are of central importance to
combine evidence across multiple structural fields within a document. Despite the nu-
merous potential issues pointed out by Robertson et al. [182], most state-of-the-art ap-
proaches to XML retrieval (e.g., [141]) rely on linear models. An advance towards the
formal combination of several independent relevance dimensions in the form of prior
probabilities for language models has been made by Kraaij et al. [117] for the task of en-
try page search. To date, however, most universally applicable relevance models still rely
on pure linear combinations of relevance dimensions that disregard the underlying data
distribution or potential dependencies between the considered dimensions.

Learning to rank (L2R) has been established as an alternative approach for signal
combination. The aim is to apply machine learning methods to either directly infer a
document ranking or a ranking function from a wide range of features, potentially in-
cluding the previously-discussed dimensions. Examples of such methods include [41],
[176], and, [136]. The downside of this approach is that the resulting models tend to yield
only limited insight for humans. The classic approach of developing a unifying formal
retrieval model would in our view provide better means to increase not just overall per-
formance, but also our qualitative understanding of the problem domain.

By introducing copulas for information retrieval, this work proposes a way for closing
the gap between linear combinations (that break with the probabilistic framework in
which the constituent scores were estimated) and non-linear machine-learned models
(that offer only limited insight to scientists and users).

Copulas have been traditionally applied for risk analyses in portfolio management [69]
as well as derivatives pricing in quantitative finance [39]. Recently, however, there are
several successful examples from unrelated disciplines. Renard and Lang [177] estimate
water flow behaviour based on Gaussian copulas. Onken et al. [166] apply copulas for
spike count analysis in neuroscience. In meteorology, Schoelzel and Friedrichs [192] use
copulas to combine very high-dimensional observations for the task of climate process
modelling. To the best of our knowledge, there has been no prior application of the cop-
ula framework to information retrieval problems.
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6.1. Copulas
At this point, we will give a brief introduction of the general theoretical framework of
copulas, before applying them to various IR tasks in subsequent sections. For a more
comprehensive overview, please refer to [191] for more detail and pointers to further
reading.

The term copula was first introduced by Sklar [201] to describe multivariate cumula-
tive distribution functions (cdfs) that allow for a formal decoupling of observations from
dependency structures. Formally, given

X = (x1, x2, . . . , xk )

a k-dimensional random vector with continuous margins

Fk (x) =P[Xk ≤ x]

we apply the probability integral transformation to obtain uniform marginals U

U = (u1,u2, . . .uk ) = (F1(x1),F2(x2), . . .Fk (xk )).

This is where our copulas come into play. A k-dimensional copula C describes the joint
cumulative distribution function of random vector U with uniform margins.

C : [0,1]k → [0,1]

This approach has two obvious practical benefits: (1) Separating marginals and depen-
dency structure allows for more straightforward estimation or approximation of each
component in isolation. (2) An explicit model of dependency is scale-invariant. The
copula describes a reference case of dependency on the unit cube [0,1]k that can be ap-
plied to arbitrary random vectors without further adjustment.

A number of key properties make copulas an appealing theoretical framework for a
wide number of applications, so we summarize those now.

• Like all cdfs, a copula C (u1,u2, . . . ,uk ) is increasing in each component ui

• A marginal component ui can be isolated by setting all other components to 1:

C (1, . . . ,1,ui ,1, . . . ,1) = ui

• If a single component ui in U is zero, the entire copula is zero:

C (u1, . . . ,ui−1,0,ui+1, . . . ,uk ) = 0

• Most importantly, we can assume general applicability of the copula framework,
since, as a consequence of Sklar’s Theorem, for each k-dimensional cdf F and all
xi in [−∞,∞] and 1 ≤ i ≤ k, there exists a copula C with

F (x1, . . . , xk ) =C (F1(x1), . . . ,Fk (xk ))
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Extreme conditions
Before applying the copula framework to problems in information retrieval, let us visit a
number of extreme conditions of dependency that frequently occur in IR scenarios. (1)
Independence of observations is a frequently assumed simplification in IR theory that
leads to convenient (if naïve) probabilistic models. In the copula framework, indepen-
dence of events can be captured by the so-called independence copula Ci ndep :

Cindep(U ) = exp(−
k∑

i=1
− logui )

which is equivalent to the product across all constituent probabilities in U . (2) Co-
monotonicity describes the case of perfect positive correlation between observations
u:

CcoMono(U ) = min{u1, . . . ,uk }

(3) counter-monotonicity of observations is given in the opposite case of perfect nega-
tive correlation:

CcounterMono(U ) = max{
k∑

i=1
ui +1−k,0}

Consequently, each copula lies within the so-called Fréchet-Höffding bounds [95]:

CcounterMono(U ) ≤C (U ) ≤CcoMono(U )

Copula families
After having covered the foundations of copula theory let us inspect some concrete ex-
amples of copulas that will be used in the course of this work. Three general families
of standard copulas have been proposed in the literature, whose corresponding equa-
tions are given right after their introduction in this paragraph: (1) Elliptical copulas
are directly derived from known distributions and are based on standard distribution
functions such as the Gaussian distribution or Student’s t distribution. Equation 6.1
shows the Gaussian copula that requires the observed covariance matrix Σ ∈ Rk×k as
a parameter. Φ denotes the cdf of a standard normal distribution and Φ−1 its inverse.
(2) Archimedean copulas are popular as they can be explicitly stated (note that due to
their distribution dependency that is not the case for elliptical copulas) and typically
depend on only a single degree of freedom. The parameter θ expresses the strength
of dependency in the model. Equation 6.2 shows the Clayton copula whose θ-range
is [−1,∞)\{0}. θ = −1 represents counter-monotonicity, θ→ 0 gives the independence
copula and θ→∞ approaches co-monotonicity. Finally, (3) Extreme value copulas are
robust in cases of extreme observations. The Gumbel copula (Equation 6.3) has a param-
eter space of θ in [1,∞). For θ = 1 we obtain the independence copula, and, for θ→∞
we approach co-monotonicity.

CGaussian(U ) =ΦΣ(Φ−1(u1), . . . ,Φ−1(uk )) (6.1)

CClayton(U ) = (1+θ(
k∑

i=1

1

θ
(u−θ

i −1)))
−1
θ (6.2)
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Figure 6.2: Examples of bivariate copula contour plots. (a) Gaussian copula, (b) Clayton copula with θ = 2.0,
(c) Gumbel copula with θ = 2.0.

CGumbel(U ) = exp(−(
k∑

i=1
(− log(ui ))θ)

1
θ ) (6.3)

The final probability density c(U ) of a copula can be obtained via partial differentiation.
As we will see in the further course of this chapter, the copula density is the central com-
ponent of our application of copulas for ranking purposes. While this chapter exclusively
deals with fully differentiable copulas, there are other cases (e.g., empirical copulas given
by a step function) in which we have to resolve to the use of Markov Chain Monte Carlo
(MCMC) methods such as random walks in order to estimate the density function. Es-
pecially for higher choices of k, these techniques become less accurate.

c(U ) = ∂k

∂1 . . .∂k
C (U ) (6.4)

Figure 6.2 shows contour plots of a number of bivariate standard copulas. Schmidt [191]
reports the concrete choice of copula family and instantiation to fundamentally depend
on the application domain. If no prior knowledge about the dependency structure, e.g.,
prevalence of asymptotic or tail dependencies, is available, practitioners often resort to
goodness-of-fit tests or measures of tail dependency in order to choose an appropriate
model. We will describe the use of these techniques in the subsequent sections when
applying copulas for information retrieval problems.

Fitting copulas to observations
In the case of elliptical copulas, the fitting process is limited to calculating means and
covariance matrices from the available observations. Here, the only degree of freedom is
the concrete choice of distribution function (e.g., Gaussian vs. Student) that best approx-
imates the original distribution that generated the observations. In the non-elliptical
case, the task is to determine optimal settings of θ. Commonly, this is achieved by means
of maximum likelihood estimates based on the available observations. This is also the
approach chosen in this work. It should be noted that there are methods for direct em-
pirical estimations of entire copula functions. The interested reader can find a good
overview by Charpentier et al. [48] as a starting point for this line of research, the inclu-
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sion of which would however go beyond the scope of this initial exploration of copulas
for information retrieval.

6.2. Relevance Estimation
In the previous section, we described the theoretical foundations of copulas including
concrete ways of computing c(U ) from multivariate observations U . We now detail their
application for relevance estimation in information retrieval. First, we separately esti-
mate the probability of relevance P (k)

rel (d) and non-relevance P (k)
non(d) for a document d ,

under each of the k dimensions – for example, topicality, recency, readability, etc. Next,
we assume random observations Urel and Unon to derive from these distributions and fit
two distinct copulas, Crel and Cnon.

Recall that these copulas should capture the dependencies between relevance di-
mensions, in either the relevant (Cr el ) or the non-relevant (Cnon) documents retrieved.
Since it is difficult to predict where these dependencies have the most effect, it is nat-
ural to consider three different general approaches of combining multivariate observa-
tion scores U into a single probability of relevance that can be used for resource rank-
ing. (1) CPOS(U) multiplies the independent likelihood of observing U with the rel-
evance copula crel(U ), capturing only dependencies between the likelihoods of rele-
vance. (2) CNEG(U ) normalizes the probability of relevance by the non-relevance copula
cnon(U ), capturing only the dependencies between the likelihoods of non-relevance. (3)
CODDS(U ), finally, multiplies the probability of relevance by the ratio of the two copulas,
modelling simultaneously the dependencies between both previous notions.

CPOS(U ) = crel(U )
k∏

i=1
ui

CNEG(U ) =
∏k

i=1 ui

cnon(U )

CODDS(U ) = crel(U )

cnon(U )

k∏
i=1

ui

As performance baselines, we will compare to three popular combination methods
from the literature: (1) SUM(U ) sums up the relevance scores across all dimensions k
and uses the sum as the final ranking criterion. (2) PROD(U ) builds the product across all
constituents. Probabilistically, this combination scheme assumes independence across
all dimensions and can be expected to be too naïve in some settings where dependence
is given. (3) Weighted linear combinations LINΛ(U ) build a weighted sum of constituents
ui with mixture parameters λi optimized by means of a parameter sweep with step size
0.1. It should be noted that all optimizations and parameter estimations, both for the
baselines as well as for the copula models are conducted on designated training sets
that do not overlap with the final test sets. We relied on the original training portion of
the respective corpora. In the case that the original corpus did not specify a dedicated
training set, we used a stratified 90%/10% split.

SUM(U ) =
k∑

i=1
ui
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Table 6.1: Overview of experimental corpora.

ID # docs # topics # labels year

Blogs08 1.3M 100 38.2k 2008
Delicious 339k 180 3.8k 2012

ODP 22k 30 1k 2009

PROD(U ) =
k∏

i=1
ui

LINΛ(U ) =
k∑

i=1
λi ui

Based on three different standard datasets and tasks, we will highlight the merit of
using copulas over the traditional approaches. Each of the settings specifies 2 individual
relevance dimensions (k = 2) which are crucial for user satisfaction given the retrieval
task. Table 6.1 gives a high-level overview of the relevant corpora that we used. Each
of them will be described in more detail in the three following sections. Depending on
the strength of tail dependency in the data, we will see varying improvements for the
three inspected settings. Comparable as the scenarios appear, there seem to be signifi-
cant underlying differences in the distribution of relevant documents that influence the
benefit from the use of copulas. In Section 6.4, we will dedicate some room to a detailed
investigation of when the use of copula-based retrieval models is most promising.

Opinionated blogs
When conducting marketing analyses for businesses, researching customer reviews of
products or gauging political trends based on voter opinions, it can be desirable to focus
the search process on subjective, non-factual documents. The Text REtrieval Conference
(TREC) accounted for this task within the confines of their Blog Track between the years
2006 and 2010 [144]. The aim of the task is to retrieve blog feeds that are both topically
relevant and opinionated. Our experimental corpus for this task is the Blogs08 collection
specifically created for the venue. The dataset consists of 1.3 million blog feeds and is
annotated by more than 38k manually created labels contributed by NIST assessors.

Each document is represented as a two-component vector U (2)
rel . The first component

refers to the document’s topical relevance given the query and the second represents its
degree of opinionatedness. In order for a document to be considered relevant accord-
ing to the judges’ assessments, it has to satisfy both conditions. Topical relevance was
estimated by a standard BM25 model and opinionatedness was determined using the
output of a state-of-the-art open source classifier1. After an initial evaluation of the do-
main, we chose Clayton copulas (Equation 6.2) to represent the joint distribution of top-
icality and opinionatedness. Table 2 shows a juxtaposition of performance scores for the
baselines as well as the various copula methods. The highest observed performance per
metric is highlighted by the use of bold typeface, statistically significant improvements
(measured by means of a Wilcoxon signed-rank test at α = 0.05-level) over each of the

1 http://alias-i.com/lingpipe/

http://alias-i.com/lingpipe/
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Table 6.2: Copula-based relevance estimation performance for opinionated blogs (k = 2).

Method P@5 P@10 p@100 BPREF MRR MAP

PROD 0.413 0.360 0.181 0.289 0.692 0.275
SUM 0.400 0.333 0.154 0.255 0.689 0.238
LIN 0.387 0.333 0.162 0.262 0.689 0.245

CPOS 0.413 0.400* 0.182 0.306* 0.692 0.287*
CNEG 0.373 0.373 0.181 0.290 0.545 0.245

CODDS 0.373 0.360 0.182 0.283 0.544 0.242

competing approaches are denoted by an asterisk. Of the baseline methods, the score
product PROD performs best. However, introducing the use of copulas, we observe that
the highest performance was achieved using the CPOS copula, which gave statistically
significant gains in MAP, Bpref and precision at rank 10 over all the baseline methods.

At this point, we revisit the example query (Topic 1171) that was discussed in the
introduction and depicted in Figure 6.1. For this topic, we observed a clear non-linear
dependency structure alongside a lower-than-average linear combination performance
of AP = 0.14. When applying CPOS to the topic, however, we obtain AP = 0.22, an im-
provement of over 50%.

Personalized bookmarks
Finding and re-finding resources on the Internet are frequently accompanied and aided
by bookmarking. What started as a local in-browser navigation aid, has in recent years
become an active pillar of the social Web society. Collaborative bookmarking platforms
such as Delicious, Furl, or Simpy allow users to maintain an online profile along with
bookmarks that can be shared among friends and collaboratively annotated by the user
community. Research into tagging behaviour found that a significant amount of the tags
assigned to shared media items and bookmarks are of subjective nature and do not nec-
essarily serve as objective topical descriptors of the content [14]. This finding suggests
that bookmarking has a strong personal aspect which we will cater for in our experi-
ment. Vallet et al. [223] compiled a collection of more than 300k Delicious bookmarks
and several million tags to describe them. For a share of 3.8k bookmarks and 180 topics,
the authors collected manual relevance assessments along two dimensions, topical rel-
evance of the bookmark given the topic and personal relevance of the bookmark for the
user. This dataset is one of the very few corpora whose personalized relevance judge-
ments were made by the actual users being profiled. We conduct a retrieval experiment
in which we estimate topical and personal relevance for each document and use Gum-
bel copula models to model the joint distribution of dimensions. The set of relevant
documents comprises only those bookmarks that satisfy both criteria and were judged
relevant in terms of topicality and personal relevance. Table 6.3 shows an overview of the
resulting retrieval performances. CNEG stands out as the strongest copula-based model
but the overall ranking of systems depends on the concrete metrics evaluated. For some
metrics such as precision at rank 10 and MRR, the linear combination baseline prevails,
BPREF and precision at 5 documents favour CNEG.
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Table 6.3: Copula-based relevance estimation performance for personalized bookmarks (k = 2).

Method P@5 P@10 p@100 BPREF MRR MAP

PROD 0.084 0.079 0.011 0.051 0.192 0.043
SUM 0.095 0.095 0.011 0.071 0.192 0.055
LIN 0.126 0.100* 0.011 0.077 0.219* 0.063

CPOS 0.105 0.068 0.01 0.056 0.190 0.047
CNEG 0.137* 0.090 0.010 0.079* 0.184 0.065

CODDS 0.116 0.074 0.01 0.066 0.202 0.058

Table 6.4: Copula-based relevance estimation performance for child-friendly Websites (k = 2).

Method P@5 P@10 p@100 BPREF MRR MAP

PROD 0.240 0.143 0.051 0.221 0.349 0.196
SUM 0.246 0.157 0.052 0.213 0.340 0.200
LIN 0.320* 0.187* 0.071* 0.275* 0.357 0.235*

CPOS 0.238 0.140 0.053 0.215 0.351 0.200
CNEG 0.242 0.140 0.048 0.223 0.349 0.194

CODDS 0.241 0.143 0.052 0.220 0.349 0.196

Child-friendly Websites

The third application domain that we will inspect is concerned with the retrieval of child-
friendly Websites. Children, especially at a young age, are an audience with specific
needs that deviate significantly from those of standard Web users. As shown by Collins-
Thompson et al. [53], even for adult users focussing the retrieval process on material
of appropriate reading level can benefit user satisfaction. In the case of children, this
tendency can be expected to be even more pronounced since young users show very dif-
ferent modes of interaction with search engines that reflect their specific cognitive and
motor capabilities. Consequently, dedicated Web search engines for children should fo-
cus their result sets on topically relevant, yet age-appropriate documents. In Chapter 4,
we constructed a corpus of 22k Web pages, 1,000 of which were manually annotated in
terms of topical relevance towards a query as well as the document’s likelihood of suit-
ability for children. The class of suitable documents encompasses those pages that were
topically relevant for children, presented in a fun and engaging way and textually not
too complex to be understood. In our retrieval experiment, we account for both dimen-
sions and require documents to be both on topic as well as suitable for children in order
to be considered relevant. Table 6.4 gives an overview of the resulting retrieval perfor-
mance. In this setting, the various copula models show comparable result quality as the
non parametric baselines. Linear combinations with empirically learned weights, how-
ever, were consistently the strongest method. However we note that the distribution of
child-suitable ratings has a very large mode at zero, with only a small number of non-
zero scores taking a limited number of possible discrete values – limiting the amount of
useful dependency information available that copulas could exploit.
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6.3. Score Fusion
Previously, we investigated the usefulness of copulas for modelling multivariate docu-
ment relevance scores based on a number of (largely) orthogonal dimensions of docu-
ment quality. Now, we will address a different, closely related problem: score fusion (also
known as an instance of data fusion). In this setting, rather than estimating document
quality from the documents, we attempt to combine the output of several independent
retrieval systems into one holistic ranking. This challenge is often encountered in the
domains of metasearch or search engine fusion. To evaluate the score fusion perfor-
mance of copula-based methods, we use historic submissions to the TREC Adhoc and
Web tracks. We investigate 6 years of TREC (1995 - 2000) and fuse the document rele-
vance scores produced by several of the original participating systems. Intuitively, this
task closely resembles the previously addressed relevance estimation based on individ-
ual document properties. In practice, as we will show, the scenario differs from direct
relevance estimation in that retrieval systems rely on overlapping notions of document
quality (e.g., a variant of tf/idf scoring) and are therefore assumed to show stronger inter-
dimension dependencies than individual dimensions of document quality might. Sys-
tematically, however, we address a set of document-level scores U (k), originating from
k retrieval systems, exactly in the same way as we did document quality criteria in the
previous section.

As performance baselines, we will rely on two popular score fusion schemes pre-
sented in [73], CombSUM and CombMNZ . CombSUM adds up the scores of all k con-
stituent retrieval models and uses the resulting sum as a new document score. CombMNZ
tries to account for score outliers by multiplying the cross-system sum by NZ(U), the
number of non-zero constituent scores.

CombSUM(U ) =
k∑

i=1
ui

CombMNZ(U ) = NZ(U )
k∑

i=1
ui

We introduce statistically principled, copula-based extensions of these established base-
line methods: corresponding to CombSUM and CombMNZ, we define CopSUM and
CopMNZ that normalize the respective baseline methods by the non-relevance copula.

CopSUM(U ) =
∑k

i=1 ui

cnon(U )

CopMNZ(U ) = NZ(U )
∑k

i=1 ui

cnon(U )

Due to the close relationship to the baseline methods, the effect of introducing copulas is
easily measurable. Based on empirical evidence, we employ Clayton copulas to estimate
cnon(U ).

Table 6.5 compares the baselines and copula methods in terms of MAP gain over the
best, worst and median historic system run that were fused. Each performance score
is averaged over 200 repetitions of randomly selecting k individual runs with k ranging
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from 2 to 10 for each year of TREC. Statistically significant improvements over the respec-
tive baseline method, i.e., of CopSUM over CombSUM and CopMNZ over CombMNZ,
are determined by a Wilcoxon signed-rank test at α = 0.05 level and are denoted by an
asterisk.

Regarding the baseline methods, CombSUM and CombMNZ perform equally well on
average, but with a clear dataset bias. On TREC 4, 8 and 9, CombSUM performs consis-
tently better than CombMNZ. For TREC 5, 6 and 7, the inverse is true. With the exception
of TREC 4, the fused rankings do not match the performance of the single strongest run
that contributed to the fusion.

Introducing the copula methods led to consistent improvements over their non-copula
baseline counterparts. In 104 out of 168 cases, the copula-based fusion methods gave
statistically significant gains, with only 14 out 168 performing worse than the corre-
sponding baseline method. The copula-based methods achieved, on average, 7% gains
over the corresponding baseline when comparing to the strongest fused system, 4% gain
on median systems and 2% gain on the weakest systems.
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Fusion robustness
There are significant differences in fusion effectiveness between individual editions of
TREC. Comparing TREC 4 and TREC 6, for example, we observe that TREC 6 fusion re-
sults typically showcase performance losses in comparison to the best original run and
very high gains for the weakest systems. We seek an explanation in the imbalance in
performance of the original systems. Very weak systems have the potential of decreasing
the overall quality of the fused result list by boosting the scores of non-relevant docu-
ments. As the number of very weak systems increases, so does the chance for perfor-
mance losses introduced by fusion. When inspecting the number weak submissions
(defined as having an MAP score that is at least 2 standard deviations lower than the
average score across all participants) included in our fusion experiments, we find that,
indeed, our TREC 6 sample includes ∼27% more weak systems than that of TREC 4.

In order to further investigate the influence of weak runs on overall fusion perfor-
mance and to measure the proposed methods’ robustness against this effect, we turn to
the 10-system fusion scenario and inject more and more weak systems among the regu-
lar ones. Figure 6.3 shows how the fusion improvement over the single strongest system
of TREC 4 is affected as the number of weak submissions ranges from 0 to 9 out of 10.
As before, each data point is an average across 200 fusions of randomly drawn runs. In
the ideal setting, in which there are no weak systems, we note higher performance gains
than in the uncontrolled scenario that was shown in Table 6.5. As the number of weak
systems injected into the fusion increases, performance scores quickly drop. As noted
earlier, CombSUM performs slightly better on TREC 4 than CombMNZ. This difference,
however, is not further influenced by the number of weak systems. The copula-based
fusion methods are more resistant to the influence of weak systems. We note the divide
between copula-methods and baseline approaches growing as the number of weak sys-
tems increases. Each baseline system score is well-separated from the respective copula-
based variant. Error bars in Figure 6.3 were omitted to prevent clutter.

6.4. When to use copulas?
In Section 6.2, we investigated three different domains in which we apply copulas to
model the joint distribution of multivariate relevance scores. For each of these settings,
we could observe varying degrees of usefulness of the proposed copula scheme. While
for child-friendly Web search, the linear baseline performed best, we achieved signifi-
cant improvements in the opinionated blog retrieval setting. At this point, we investi-
gate the reason for this seeming imbalance in performance gains in order to find a way
of deciding for which problem domains the application of copulas is most promising.

One of the key properties of copulas is their ability to account for tail dependencies.
Formally, tail dependence describes the likelihood that component urel,i within the ob-

servation vector U (k)
rel will take on extremely high or low values, as another component

urel,j with i 6= j also takes an extreme value. The strength of this correlation in extreme
regions is expressed by the tail dependency indices IU and IL for upper and lower tail de-
pendency, respectively. Higher values of I signal stronger dependencies in the respective
tail regions of the distribution.

IU = P {X1 > F−1
i (ui )|X2 > F−1

j (u j )}
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Figure 6.3: Performance in terms of MAP when 0. . .9 out of 10 fused original systems are weak.

IL = P {X1 ≤ F−1
i (ui )|X2 ≤ F−1

j (u j )}

The literature has brought forward a number of estimators of the tail indices. We use
the R implementation of [75]’s method. Tail index estimates serve as good tools for sep-
arating domains where we are likely to observe performance gains (blog and bookmark
retrieval) and those that do not match linear combination performance (child-friendly
search). Based on the respective copula models that we fit to our observations, the blog
retrieval (IL = 0.07) and personalized bookmarking (IU = 0.49) show moderate tail de-
pendencies while the child-friendly Web search task has no recognizable dependency
among extrema (IL = IU = 0). Since the comparison of absolute tail index scores across
observations is not meaningful, we are interested in a method to further narrow down
the expected performance. To this end, we took a closer look at the actual data distribu-
tion, and investigated goodness-of-fit tests that are used to determine how well an as-
sumed theoretical distribution fits the empirical observations. The higher the likelihood
of our observations to have been generated by the copula models that we estimated,
the higher resulting performance we can expect. We apply a standard Anderson-Darling
test [18] to determine how well the observations are represented by the copula mod-
els. In the personalized bookmarking setting, we obtain p = 0.47 and for the blog data
p = 0.67 for the null hypothesis of the observations originating from the present copula
model. As we suspected based on the tail dependency strength, the child-friendly Web
search data only achieved a probability of fit of p = 0.046.

To summarize, in this section, we have shown how a combination of tail dependence
indices and goodness-of-fit tests can be used to help differentiate between domains that
may benefit from copula-based retrieval models and those that may not.
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Figure 6.4: Examples of fully nested (left) and partially nested (right) copulas.

6.5. Nested copulas
In the previous sections, we demonstrated the core functionality of copulas. For simplic-
ity, we chose several low-dimensional examples that allowed for a detailed performance
analysis. The true strength of the copula model family, however, lies in their ability to
capture complex dependency structures in high-dimensional relevance spaces. To this
end, we will now turn to high-dimensional relevance settings with more than one hun-
dred individual dimensions. Additionally, we further refine the previous approach by
introducing nested copulas, an expansion to the basic copula framework that aims es-
pecially at high-dimensional settings.

Earlier in this chapter, we modelled low-dimensional document relevance spaces
with a single copula with k components, where k equalled the cardinality of the entire
relevance space. While this is possible in high-dimensional spaces as well, alternative
options offer additional degrees of freedom. The use of so-called nested copulas is one
such method. Instead of combining all dimensions in a single step as described earlier,
they allow for a nested hierarchy of copulas that estimate joint distributions for sub sets
of the full relevance space and subsequently combine them until one global model is
obtained. Formally, fully nested copulas with k dimensions are given by

C (U ) =C0(u1,C1(u2,C2(. . . ,Ck−2(uk−1,uk ))))

By means of the structure of the nesting “tree”, nested copulas can explicitly model
which dimensions depend on each other directly. The respective θi parameters de-
termine the strengths of these (per dimension) dependencies. This mechanism gives
nested copulas a theoretical advantage in flexibility over their non-nested counterparts.
As an alternative approach to full nesting, partially nested copulas hierarchically com-
bine subsets of dimensions. Figure 6.4 shows a fully nested copula with k − 1 copula
modelling steps (left) and a conceptual example of a partially nested copula (right).

6.5.1. Data Set
In order to evaluate the use of copulas for high-dimensional relevance spaces, we use
the MSLR-WEB10K and WEB30K datasets, two publicly available collections of 10,000
(30,000, respectively) real Web search queries and an annotated sample of hundreds of
thousands of related impressions. For each query-url pair, a set of 136 features is avail-
able. The majority of the feature space considers dimensions related to topicality such as
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tf/idf scores, query term frequency in different sections of the page. There are, however,
several features that capture alternative relevance criteria such as general page authority,
quality or textual complexity. For an overview of the full list of features, please consult
the data set Web page 2. The corpus is pre-partitioned into 5 folds to allow for cross
validation in a 3-1-1 split of training, validation and test sets.

6.5.2. Experiments
This section discusses our experimental set-up and findings. All experimental results
were obtained by means of 5-fold cross validation on the MSLR-WEB10K and MSLR-
WEB10K datasets. In order to set the performance of the various copula models into
perspective, we include a common weighted linear combination scheme l as a baseline.
Concrete settings of the mixture parameters λi are determined based on a greedy pa-
rameter sweep (ranging from 0.. .1 in steps of 0.005) on the training set of each CV fold.

l (U ) =
k∑

i=1
λi ui

Additionally, we compare to LambdaMART [238], a competitive learning-to-rank base-
line. The relevant model parameters are tuned on the validation set. We rely on the
implementation of the GBM package for R3.

We investigate three types of copula models. The “flattest” nesting hierarchy is given
by copulas without any sub-nesting. All 136 dimensions are included in a single model,
describing all inter-dimensional dependencies by a single parameter θ. This strategy is
equivalent to the method presented in Section 6.1. To study some simple, yet indicative
examples of nested copulas, we include a fully nested approach in which the nesting
order is determined randomly and the average results across 50 randomizations are re-
ported. Note that the concrete nesting structure is an additional degree of freedom that
holds significant modelling power. Finally, as an example of partially nested copulas, we
rely on the existing semantic grouping of dimensions in the dataset (e.g., all tf/idf fea-
tures, or all query term coverage features) and estimate individual copulas Cdi for each
group di . All of these group copulas are then combined in an overall copula Cpartial(U )
in arbitrary order (again randomized 50 times). Groups that comprise only a single di-
mension are directly included into Cpartial(U ). This will become especially relevant for
the experiments presented later in Figure 6.5. For the extreme case of exclusively single-
dimensional groups, this model becomes equivalent to non-nested copulas. All copula
experiments presented in this paper are based on the publicly available implementation
for R [241].

For model comparison, we use two well known metrics: Normalized Discounted Cu-
mulative Gain (NDCG) and Mean Average Precision (MAP). Table 6.6 shows the result-
ing cross-validation performance of the respective methods on the full 136-dimensional
datasets. Statistically significant performance improvements with respect to the linear
combination baseline are denoted by the ∗ character. We used a Wilcoxon signed rank
test with α< 0.05 confidence level.

2 http://research.microsoft.com/en-us/projects/mslr/feature.aspx
3 http://cran.r-project.org/web/packages/gbm/

http://research.microsoft.com/en-us/projects/mslr/feature.aspx
http://cran.r-project.org/web/packages/gbm/
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Figure 6.5: NDCG and MAP as functions of the dimensionality of the underlying MSLR-WEB10K relevance
space.
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Table 6.6: Performance comparison of copula and L2R models.

Method NDCG10K NDCG30K MAP10K MAP30K

Linear Comb. 0.49 0.46 0.30 0.28
LambdaMart 0.56* 0.55* 0.37* 0.37*

Copula 0.51 0.50* 0.32 0.32*
Nested 0.53* 0.54* 0.33* 0.33*

Fully Nested 0.54* 0.54* 0.36* 0.35*

We can note a clear ordering of approaches in which linear combinations achieve
the lowest overall performance and the LambdaMART method delivers the best results.
The various copula-based models lie between these extremes. Global copulas show
slightly better performance than a linear feature combination, these differences were,
however, not found to be significant. For both forms of nested copulas, we can note sig-
nificantly higher scores in terms of NDCG and MAP. With respect to our research ques-
tions, we note that copula-based models, especially nested ones show strong ranking
performance for high-dimensional settings. Fully nested copulas, especially, approxi-
mate the performance of the learning-to-rank model to the degree, that we could not
note any statistically significant differences between the two methods.

In order to further investigate the individual performances of the various methods as
the dimensionality of the relevance space increases, we modify the setting by varying the
number of dimensions k between 1 and 136. Figure 6.5 shows the results of this experi-
ment in terms of NDCG and MAP on the MSLR-WEB10K dataset. For each choice of k,
we randomly sample n = 100 feature subsets, train the respective models on each set and
average the resulting retrieval performance. For all methods, we note steep performance
gains with each dimensions that is added early on. These improvements slowly level out
and reach a largely stable performance for relevance spaces of size 75 ≤ k ≤ 136. An es-
pecially noteworthy observation can be made in the comparison of global copulas and
linear combination models. While early on, linear models show higher scores in both
metrics, this tendency reverses for higher dimensional spaces (60 ≤ k ≤ 80). In the previ-
ous sections, we noted competitive ranking performance of linear combination models
for most of our experimental corpora. As we can see from the current example, even in
domains that are well represented by linear models, copulas can achieve performance
gains as the problem scales up in dimensionality.

6.6. Conclusion
In this chapter, we introduced the use of copulas, a powerful statistical framework for
modelling complex dependencies, for information retrieval tasks. We demonstrated the
effectiveness of copula-based approaches in improving performance on several stan-
dard IR challenges. First, we applied copulas to the task of multivariate document rel-
evance estimation, where each document is described by several potentially correlated
relevance dimensions. We learned and evaluated copula models for three different IR
tasks, using large-scale standard corpora: (1) opinionated blog retrieval; (2) personal-
ized social bookmarking; and (3) child-friendly Web search, obtaining significant im-
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provements on the first two of these tasks. Second, following up on Research Question
3.b), we investigated the performance differences of copula models between different
domains, and proposed the use of tail dependency indices and goodness-of-fit tests to
understand the likely effect of using copulas for a given scenario. Addressing Research
Question 3.c), we introduced copula-based versions of two existing score fusion meth-
ods, COMB-SUM and COMB-MNZ, and showed that these improve the performance of
score fusion on historic TREC submissions, in terms of both effectiveness and robust-
ness, compared to their non-copula counterparts. Finally, we demonstrated the use of
nested copulas, an expansion that equips the basic model with a potentially high num-
ber of additional degrees of freedom and that is especially suited for high-dimensional
relevance spaces.
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7
Conclusion

In this thesis, we investigated several challenges in delivering contextual, multidimen-
sional relevance models for a range of information retrieval applications. Part 1 of the
thesis started out with a motivation of our problem by giving examples of two types of
search context (person-specific and situation-specific) that can significantly influence
the retrieval process. In the second part, we investigated several alternative ways of es-
timating individual relevance dimensions. Concretely, we employed content-based and
interaction-based automatic classification methods as well as human computation in
order to judge the relevance of textual and multimedia documents. Finally, in Part 3,
we investigated the use of the copula framework to formally model document relevance
based on a number of previously estimated relevance dimensions.

Let us now return to the three fundamental research questions that inspired the work
presented in this dissertation and that were stated in Chapter 1:

Q1: How is relevance influenced by subjective and situational factors?
How does search behaviour differ between individual user groups? Our dedicated
user studies in Chapter 2 showed that children require a very different mix of relevance
dimensions than adult users. In all studies, we observed children struggling with for-
mulating queries, scanning result lists, understanding result pages and distinguishing
content from sponsored material and advertisements. Similar tendencies are reported
by others, e.g., [66]. We accounted for these different needs by designing a child-friendly
search system with query assistance functionality, comprehension aids and material
from trusted sources. In our user study, we saw a clear tendency of children preferring
the aided search system over the generic Web search engine for adults. Children need
different documents than adults simply by virtue of being children. Let this serve as a
concrete example for the subjective nature of relevance that shows clear differences be-
tween individual users and groups of users.

How to predict search success based on search behaviour? We observed significant
differences in the behaviour of young and adult searchers. In a dedicated effort, we in-
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vestigated whether search behaviour is an indicator of expected search success. Users
that used short keyword queries and scanned SERPs as well as clicked pages in an effi-
cient manner are much more likely to succeed in their searches than those that formu-
late verbose natural language queries while performing excessive mouse movements on
the page. This observation, again, suggests that the fundamental differences between
users, and user groups, here manifested in search behaviour, require different tools,
means of support and relevance criteria in order to achieve search success.

Are there situational influences on search behaviour and relevance? Having estab-
lished the importance of the searcher’s personal context, we investigated the way and
extent to which situational factors can influence document relevance and search be-
haviour. In Chapter 2, we observed evidence of searchers straying from their regular be-
haviour in order to satisfy novel, often externally motivated, information needs. While
such atypical searches occur only rarely to each individual searcher, in sum, they rep-
resent a significant volume of search sessions and affect the majority of the user base
of modern search engines. This observation highlights the importance of considering
signals beyond the general topical preferences and needs of the user by including the
situational context in which the search is motivated and conducted.

How can we personalize search result lists when they diverge from the user’s general
profile? Finally, we investigated in which way existing user profiles can be used for
personalizing atypical search sessions. Comparing different strategies, including regular
personalization, no personalization at all, and several hybrid forms, we concluded that
atypical sessions can benefit from personalization. In such cases, one should not rely
on the full global history, but should use the immediate (situational) session context
instead.

Q2: How to estimate individual relevance dimensions?
Relevance estimation based on document content. In Chapter 4, we investigated the
use of automatic regression methods for estimating the child-suitability dimension of
Web pages based on document content. Using a wide range of on-page features as well
as network topology properties, we were able to achieve near-human accuracy. We noted
that certain topics, especially those belonging to technical or scientific domains, had
strongly varying inter-annotator agreement ratios due to variance in education styles
and personal definitions of suitability.

Estimation based on user interaction. As an alternative to content-based relevance
estimation, we determined topical document relevance on the basis of user comments
in which YouTube videos are discussed. The greatest challenge towards this goal was
to appropriately deal with the significant amounts of noise inherent to the medium. In
Chapter 4, time series analyses and distributional semantics techniques allowed us to
achieve significant gains in retrieval performance by enriching state-of-the-art indexing
strategies by extracted terms.
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How to use crowdsourcing for relevance estimation? Despite the considerable power
of automatic learning methods, there are many inference scenarios in which humans
clearly outperform machines. Crowdsourcing is an efficient way of harnessing consid-
erable work forces for such human intelligence tasks. In Chapter 5, we demonstrated
how to phrase standard tasks such as the estimation of topical document relevance as
crowdsourcing jobs. A special focus was robustness to sloppy workers. To this end, we
found that tasks should be designed with variability and ingenuity in mind in order to
discourage workers from trying to “automate” their work either by means of scripts and
robots or by submitting arbitrary judgements.

How to cast the relevance estimation process as a game? Based on the assumption
that entertainment-seeking users are less likely to submit low-quality judgements, we
phrased the topical relevance annotation task in the form of a game. As a result, we
noted significantly higher agreement ratios and much fewer low-quality submissions at
much lower pay rates. Additionally, we found evidence to question the common prac-
tice of restricting crowdsourcing jobs to First-World audiences. When using a gamified
approach that explicitly addresses entertainment seekers, we could not note any signifi-
cant correlations between country of origin and worker reliability.

Q3: How to obtain a single probability of relevance?
How do copulas compare to established multidimensional relevance frameworks? In
Chapter 6, we demonstrated the use of copula-family models for relevance estimation.
In three different scenarios, we compared their performance of combining individual
relevance dimensions with standard baselines such as weighted averages or score mul-
tiplications. The resulting estimates of overall document relevance were found to be
of greatly varying accuracy depending on the domain at hand, ranging from mediocre
quality to clearly superior results.

Is there a way of predicting the merit of using copulas for a given domain? Due to
these volatile results, we tried to establish a forecast of how well copulas will work for
a given relevance space and distribution. The copula family allows for easy modelling
of co-movements in extreme regions across relevance dimensions, so-called tail depen-
dencies. We found that indicators of tail dependency strength are good indicators of the
merit for applying copula-based models. The stronger the tail dependencies, the more
promising is the use of copulas. Furthermore, well-known goodness-of-fit tests were
able to predict how accurately the model represented the true distribution of relevance.

How robust are copula-based relevance models to outliers? We studied the quality
and robustness of fusing multiple original result rankings of historic TREC submissions.
Many state-of-the-art fusion approaches suffered significant performance losses when
bad individual rankings were added to the fusion. Some modern competitors pre-scan
for such low-quality contributions and assign mixtures weights such, that unreliable
contributions receive only mild consideration for the overall score. The copula frame-
work allowed us to achieve superior robustness against low-quality outliers without hav-
ing to make any modifications to their formal framework.





Summary

Information retrieval systems centrally build upon the concept of relevance in order to
rank documents in response to a user’s query. Assessing relevance is a non-trivial opera-
tion that can be influenced by a multitude of factors that go beyond mere topical overlap
with the query. This thesis argues that relevance depends on personal (Chapter 2) and
situational (Chapter 3) context. In many use cases, there is no single interpretation of
the concept that would optimally satisfy all users in all possible situations.

We postulate that relevance should be explicitly modelled as a composite notion
comprised of individual relevance dimensions. To this end, we show how automatic
inference schemes based on document content and user activity can be used in order to
estimate such constituents of relevance (Chapter 4). Alternatively, we can employ hu-
man expertise, harnessed, for example, via commercial crowdsourcing or serious games
to judge the degree to which a document satisfies a given set of relevance dimensions
(Chapter 5).

Finally, we need a model that allows us to estimate the joint distribution of relevance
across all previously obtained dimensions. In this thesis, we propose using copulas, a
model family originating from the field of quantitative finances that decouples observa-
tions and dependency structure and which can account for complex non-linear depen-
dencies among relevance dimensions (Chapter 6).
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Samenvatting

Information retrieval systemen zijn gebaseerd op het concept van relevantie om doc-
umenten te rangschikken voor de zoekopdracht van een gebruiker. Het bepalen van
relevantie is een niet-triviale stap die kan worden beïnvloed door een groot aantal fac-
toren. Het is daarom niet voldoende om relevantie als pure overlap tussen trefwoorden
en documenten te meten. Dit proefschrift stelt dat relevantie afhankelijk is van persoon-
lijke (Hoofdstuk 2) en situationele (Hoofdstuk 3) context. In veel gevallen bestaat er geen
enkele interpretatie van het concept dat optimaal zou voldoen aan de eisen van alle ge-
bruikers in alle mogelijke situaties.

We postuleren dat relevantie expliciet moet worden gemodelleerd als een combi-
natie van onafhankelijke dimensies. Met deze doelstelling tonen wij hoe automatische
methodes die gebaseerd zijn op documentinhoud en gebruikersactiviteit kunnen wor-
den gebruikt om de bestanddelen van relevantie te schatten (Hoofdstuk 4). Als alter-
natief voor deze automatische benaderingen kunnen we gebruik maken van menselijke
ervaring, bijvoorbeeld via commerciële crowdsourcing of serious games, om te beoorde-
len in welke mate een document voldoet aan een bepaalde set van dimensies van rele-
vantie (Hoofdstuk 5).

Tot slot hebben we een formeel model nodig dat ons een schatting van de gezamen-
lijke distributie van relevantie in alle eerder verkregen dimensies geeft. In dit proef-
schrift gebruiken wij copula’s, een model afkomstig uit het vakgebied van de kwanti-
tatieve financiële economie, die marginale verdelingen ontkoppelen van hun afhankeli-
jkheidsstructuur en die bijzonder geschikt zijn om complexe niet-lineaire afhankelijkhe-
den tussen relevantie dimensies af te beelden (Hoofdstuk 6).
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